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Particle Dark Matter: WIMPs

FIG. 1: Feynman diagrams that contribute to the total annihilation cross section: (a) the tree level

diagram, (b-d) t-channel squark exchange, and (e-j) s-channel Z and Higgs exchanges.

A. Neutralino annihilation cross section

The behavior of the annihilation cross section depends on the composition of the neu-

tralino. Throughout this paper we assume that the LSP is largely gaugino as motivated by

mSUGRA models [4]. The processes that contribute to the cross section up to order α2
s and

one loop are shown in Fig. 1. The tree-level diagram is shown in Fig. 1(a). Figures 1(b-d)

show the diagrams with t-channel squark exchange, whereas (e-j) show the diagrams with

s-channel Z, H0, h0, A0 exchanges. The gauge and Higgs bosons couple to the Higgsino part

of the LSP and thus their contributions are suppressed for a mostly-gaugino neutralino.1

The corresponding suppression factors for the s- and p-wave terms in the cross section are

given in Table I.

B. The anomaly equation

The leading contribution to neutralino annihilation via exchange of a squark of mass

M̃ , shown in Fig. 1(a), can be reduced to an effective vertex described by a dimension-six

operator suppressed by M̃2,

L = (c/M̃2)O6 , O6 = (χγµγ5χ)(qγµγ5q) , (1)

1 The Higgsino fraction suppression can be removed at the cost of going to one loop [5].

3

e. g. Zeldovich 1965, Chiu 1966 

J. Feng
<!v> ~ 3 x 10-26 cm3 s-1              
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Fig. 16.— Full sky map (top) and blow-up of the inner Galactic region (bottom) show-
ing sources by source class (see table 5). Identified sources are shown with a red symbol,

associated sources in blue.
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WIMP annihilation:Search Strategies
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Figure 8: Different emission components. The top left panel shows an all-sky map of the main halo’s diffuse emission (averaged for different observer positions

and over azimuth), while the top right panel shows the emission from all resolved subhalos, from a random position on the Solar circle. The luminosities assigned to

each subhalo include their contribution for all unresolved (sub-)substructure. For simplicity and for better graphical reproduction they have been represented as point

sources that were smoothed with a Gaussian beam of 40arcmin. The bottom left panel gives the expected surface brightness from all unresolved subhalos down to the

free streaming limit, assuming a spherically symmetric halo. This is a very smooth component over the sky that dominates the total flux (its integrated flux is nearly

1.9 times the integrated flux from the main halo). Finally, the bottom right panel shows the total surface brightness from all components together. All maps show the

surface brightness in units of the main halo’s diffuse emission, and use the same mapping to color scale, except for the map of the resolved substructures, where the

scale extends to considerably fainter surface brightness.

2
2

Satellites: Low bkgd, good 
source id, low statistics

Galactic center: Good 
statistics, source confusion/

diffuse backgrounds Halo: Good statistics but 
diffuse backgrounds

Spectral lines: Good source 
id, low statistics

Galaxy clusters: Low 
backgrounds but low statistics

Extragalactic: Good statistics, 
diffuse bkgds and astrophysics 



Milky Way Satellite Galaxies5

• the area of a group of pixels of S contiguously
above Sth(n∗) (white line, Fig 2) is greater than
60.0 square arcminutes
or

• any single pixel value is greater than 1.75×Sth(n∗).

We implement these adaptive density thresholds as a
function of local stellar density n∗, so that the algorithm
may be run over large fields with varying density and
allow direct comparison between fields of greatly different
densities. The stellar density n∗ is calculated for each
pixel of the smoothed, normalized, spatial array S, as
the 0.9◦ × 0.9◦ running average of the original spatial
density array E.

To summarize our algorithm:

• Apply CMD cuts, bin spatial positions of remaining
stars into E

• Smooth E with Plummer profile to get A

• Calculate the 0.9◦×0.9◦ running mean Ā and run-
ning standard deviation Aσ

• Define S as S = (A − Ā)/Aσ

• Calculate array of threshold values Sth as function
of stellar density n∗ (from 0.9◦×0.9◦ running mean
of E)

• Detections are where contiguous regions of pixels
with S > Sth is greater than 60.0 sq arcmin or any
single pixel is greater than 1.75 × Sth.

3.5. Identifying and Evaluating Detections

For each of our DR6 data strips defined in §3.1, the
steps outlined in the previous sections are repeated in
0.5 magnitude distance modulus intervals, and these 16
frames are layered to form a 3-dimensional array. This
3D approach eliminates complications with multiple de-
tections of a single object using selection criteria for dif-
ferent distance moduli, and selects out the strongest de-
tection. The coordinates of stars within each detection
and the CMD within the detection’s area are plotted for
later visual inspection. Galaxy clusters and point sources
around partially resolved background galaxies (such as
their associated globular clusters) will contaminate the
detections, but these can be identifiable based on their
CMDs (see Figure 9 in §4), leaving a list of potential new
Milky Way satellite galaxies and globular clusters. At
this point follow up observations are typically necessary
to confirm the existence and nature of these candidates.

4. APPLICATION TO SDSS DATA RELEASE 6

We apply our search algorithm (as described in §3) to
21,439,777 sources with r < 22.0 and g − r < 1.0 in the
9,500 deg2 of imaging data in Data Release 6 of the SDSS.
The DR6 footprint is shown in Figure 4, along with pre-
viously known dSphs (open blue circles) and satellites
discovered in SDSS (closed red circles).

The significance of our detections of known objects in
terms of their peak density and area are shown in Figure
5. In the total area of DR6 analyzed, we find 100 unique
detections above the thresholds, defined by the dotted

Fig. 4.— Aitoff projection of the DR6 footprint in Galactic
coordinates, centered on the Galactic center. Previously known
dwarfs are marked with open blue circles, satellites discovered in
SDSS are marked with filled red circles.

lines of Figure 5. The positions of each of these detec-
tions are cross-referenced against the SIMBAD database
4 as well as visually inspected via the SDSS Finding
Chart Tool5. Of our 100 detections, 19 are MW/Local
Group dwarfs (counting Boötes II, Willman 1 and Segue
1), 17 are Galactic globular clusters (including Koposov
1 and 2), 2 are known open clusters, 28 are clustering of
point sources associated with background galaxies such
as unresolved distant globular clusters, and four are Abell
galaxy clusters. The remaining 30 do not correspond to
any catalogued objects, but color-magnitude diagrams of
only a handful of these are consistent enough with a faint
MW satellite to warrant follow-up. The remainder may
be galaxy clusters whose detected center differs from its
cataloged centre by more than ∼ 0.25◦, or perhaps tidal
debris. If the MW stellar halo is the result of accretion
of dSph then evidence of this accretion is expected. It
should be noted that objects with relatively large angu-
lar size, such as Draco and Sextans, substantially increase
the average stellar density of the area they occupy which
increases the threshold density, meaning they are not as
high above the density threshold as one might expect.
Due to the area threshold however, they are still very
prominent detections.

We recover all of the newly discovered objects that are
within DR6 and the “classically” known Draco, Leo, Leo
II, Leo A, Sextans, and Pegasus DIG dwarfs. Our detec-
tions of the new dwarfs are presented in Figures 6, 7, and
8. These figures are identical to those output by the auto-
mated algorithm for each detection, aside from the addi-
tion of figure titles (MV and distances from Martin et al.
2008 and references therein). The left panel shows the
spatial positions of stars passing the photometric selec-
tion criteria at the distance modulus the object was most
strongly detected at. The middle-left panel shows the
contour plot corresponding to S, where the contour lev-
els are (S)/Sth(n∗) = 1.0, 1.2, 1.4, 1.6, 1.8, and 2.0.

4 http://simbad.u-strasbg.fr/simbad/
5 http://cas.sdss.org/astrodr6/en/tools/chart/chart.asp

Satellite Year Discovered
LMC 1519
SMC 1519

Sculptor 1937
Fornax 1938
Leo II 1950
Leo I 1950

Ursa Minor 1954
Draco 1954
Carina 1977
Sextans 1990

Sagittarius 1994
Ursa Major I 2005

Willman 1 2005
Ursa Major II 2006

Bootes I 2006
Canes Venatici I 2006
Canes Venatici II 2006
Coma Berenices 2006

Segue 1 2006
Leo IV 2006

Hercules 2006
Bootes II 2007

Leo V 2008
Pisces I 2009
Segue 2 2009
Segue 3 2010
Pisces II 2010[Mateo ApJ 1993; Gilmore et al. ApJ 2007]

‣ Old stars

‣ Dark-matter dominated 

‣ Same central dark matter densities 
[Strigari et al. Nature 2008)
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Fig. 2.— Smoothed image of stars with g − r < 0.65 and in a 0.5 x 0.5 deg2 field centered on the detection. The contours represent
smoothed stellar densities of 3, 5, 10, and 20σ above the foreground.
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A NEW MILKY WAY COMPANION: UNUSUAL GLOBULAR CLUSTER OR EXTREME DWARF SATELLITE?

Beth Willman1, Michael R. Blanton1, Andrew A. West2, Julianne J. Dalcanton2,3, David W. Hogg1, Donald P.
Schneider4, Nicholas Wherry1, Brian Yanny5, Jon Brinkmann6

Submitted for publication in AJ

ABSTRACT

We report the discovery of SDSSJ1049+5103, an overdensity of resolved blue stars at (α2000, δ2000)
= (162.343, 51.051). This object appears to be an old, metal-poor stellar system at a distance of
45±10 kpc, with a half-light radius of 23±10 pc and an absolute magnitude of MV = -3.0+2.0

−0.7. One
star that is likely associated with this companion has an SDSS spectrum confirming it as a blue
horizontal branch star at 48 kpc. The color-magnitude diagram of SDSSJ1049+5103 contains few, if
any, horizontal or red giant branch stars, similar to the anomalously faint globular cluster AM 4. The
size and luminosity of SDSSJ1049+5103 places it at the intersection of the size-luminosity relationships
followed by known globular clusters and by Milky Way dwarf spheroidals. If SDSSJ1049+5103 is a
globular cluster, then its properties are consistent with the established trend that the largest radius
Galactic globular clusters are all in the outer halo. However, the five known globular clusters with
similarly faint absolute magnitudes all have half-mass radii that are smaller than SDSSJ1049+5103 by
a factor of ∼> 5. If it is a dwarf spheroidal, then it is the faintest yet known by two orders of magnitude,
and is the first example of the ultra-faint dwarfs predicted by some theories. The uncertain nature of
this new system underscores the sometimes ambiguous distinction between globular clusters and dwarf
spheroidals. A simple friends-of-friends search for similar blue, small scalesize star clusters detected
all known globulars and dwarfs closer than 50 kpc in the SDSS area, but yielded no other candidates
as robust as SDSSJ1049+5103.
Subject headings: Milky Way: globular clusters — galaxies: formation — galaxies: dwarfs — Local

Group: surveys .

1. INTRODUCTION

Milky Way globular clusters are invaluable pieces in the
puzzle of galaxy formation. At present, their properties
support a general picture of Galactic halo formation as
a combination of accretion and dissipative collapse (see
review in Mackey & Gilmore 2004). However, the de-
tailed interpretation of globular cluster (GC) properties
in the context of galaxy formation is complex. One out-
standing problem is the sometimes ambiguous distinction
between GCs and dwarf spheroidal galaxies (dSphs). For
example, a few Milky Way GCs, such as ω Cen, have a
spread in stellar age and metallicity similar to that seen
in many dwarf galaxies (Ashman & Zepf 1998), and have
absolute magnitudes that overlap those of known dSph
galaxies. A small number of faint GCs have radial pro-
files that are well fit by an NFW profile (e.g. Palomar
13; Côté et al. 2002) or have central densities similar to
those of dSphs (e.g. Palomar 14; Harris 1996) and thus
may be the remnants of a stripped dSph.

The relationship between globular clusters and dSphs
is particularly interesting in light of recent predictions
for low mass substructure around the Milky Way
(Klypin et al. 1999; Moore et al. 1999; Bullock et al.

1 New York University, Center for Cosmology and Particle
Physics, 4 Washington Place, New York, NY 10003

2 Department of Astronomy, University of Washington, Box
351580, Seattle, WA, 98195

3 Alfred P. Sloan Research Fellow
4 Department of Astronomy and Astrophysics, Penn State Uni-

versity, University Park, PA 16802
5 Fermi National Accelerator Laboratory, PO Box 500, Batavia,

IL 60510
6 Apache Point Observatory, PO Box 59, Sunspot, NM 88349

2000; Benson et al. 2002; Susa & Umemura 2004;
Kravtsov et al. 2004, among others). It is difficult to
determine whether GCs ever contained a substantial
amount of non-baryonic dark matter (Ashman & Zepf
1998), which would arguably put them in the category
of ultra-faint dwarf galaxies. If some globular clusters
are embedded in extended dark matter halos, the dark
matter may not be dynamically important within the
extent of the observable stellar distribution.

There are ∼ 150 known globular clusters and 9 known
dSphs orbiting the Milky Way. The total number of
known clusters has increased by just a few percent over
the last twenty-five years (Harris et al. 1997; Harris 1996;
Ortolani et al. 2000; Hurt et al. 2000; Irwin et al. 1995;
Ortolani et al. 1993) and nearly all of the new globular
clusters lie at low Galactic latitude. Only one Milky
Way dSph has been discovered since 1990. The lack
of new GCs or dSphs at |b| > 30◦ could lead some to
believe that all high latitude systems have been discov-
ered. However, one anomalously faint GC (AM 4; MV
= +0.2) was discovered serendipitously more than 20
years ago (Madore & Arp 1982), suggesting that other
ultra-faint star clusters may still reside undetected in
our halo. Furthermore, the advent of the Sloan Dig-
ital Sky Survey (SDSS; York et al. 2000) could lead
to the discovery of similar systems, should they exist
(Willman et al. 2002). In this paper, we report the dis-
covery of SDSSJ1049+5103, a new ultra-faint, stellar sys-
tem in the outer halo of the Milky Way. We estimate
and discuss some properties of SDSSJ1049+5103 in com-
parison to both globular clusters and Milky Way dwarf
spheroidal galaxies.
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Fig. 2.— The KPNO view of Pisces II (upper row) and Segue 3 (lower row). The panels are the same as in Figure 1, with the inner
radius increased to 2′. The KPNO saturation limit is fainter than that of SDSS at r ∼ 18, but it reaches ∼ 2 magnitudes deeper. The
CMD of Pisces II shows the most obvious improvement. In the KPNO data, strong RGB and clear BHB and blue straggler populations
can now be seen. The dotted box in the middle left is used to pick out the likely BHB members. The dotted lines in the right panel outline
the regions used to select the satellite members.
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Fig. 3.— Density contours (black) of candidate member stars
selected from the KPNO data centered on each satellite. Left:
Pisces II is mapped out with RGB stars. Right: Segue 3 is mapped
out with MS stars. Contour levels are 3, 5, 8, 10, 15 σ (also 20
and 30 σ for Segue 3) above the background. Red ellipses show
Plummer isodensity contours corresponding to one and two half-
radii. Blue dots mark the locations of the BHB candidate stars.

Pisces II – The KPNO photometry reaches at least
2 magnitudes fainter than the SDSS and plays a cru-
cial role in the identification and analysis of Pisces II,
as can be seen from Fig. 2. The stellar over-density is
enhanced, with a significance of ∼ 8. The CMD is now
quite unambiguous, with both RGB and BHB clearly
visible together with a pile-up of stars around the main
sequence turn-off (MSTO). The very tight BHB can now
be used to estimate the distance modulus of the system
(m−M)0 = 21.3. Both CMD and the Hess difference
panels of Fig. 2 show over-plotted the ridge-lines of the
globular clusters M92 and M13 from Clem (2005). The
RGB stars in Pisces II seem to be described equally well
by both and, hence, are likely to possess metallicity in

Segue 3 with SDSS
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Fig. 4.— Color images covering 4′ × 4′ region centered on Segue
3 made with SDSS (left) and KPNO (right) data. SDSS image is
made with g, r and i band frames. KPNO image is made with g
and r band frames.

the range of −2.3 <[Fe/H]< −1.55 (Harris 1996). Note,
however, that the two brightest RGB stars are located
right on top of the M13 ridgeline. To select all likely
members of Pisces II, we draw a wide mask shown in the
right panel of Fig. 2; we also select the BHB candidate
stars with a color-magnitude box shown in the middle left
panel. Using these selection cuts we can now measure the
structural parameters of Pisces II and its luminosity. The
density contours of the RGB and MSTO stars are shown
in the left panel of Fig. 3. To measure the satellite’s half-
light radius, ellipticity and position angle, we follow the
procedure outlined in Martin et al. (2008). From the lo-
cations of candidate MSTO and RGB stars we measure
a half-light radius of 1.′1 (or ∼ 60 pc at a distance of ∼
180 kpc) with noticeable ellipticity. The results of this
maximum likelihood fit are reported in Table 1.
To estimate the total luminosity of Pisces II, we i) in-
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ABSTRACT

We report the discovery of two new Milky Way satellites in the neighboring constellations of Pisces and Pegasus iden-
tified in data from the Sloan Digital Sky Survey. Pisces II, an ultra-faint dwarf galaxy lies at the distance of ∼180 kpc,
some 15◦ away from the recently detected Pisces I. Segue 3, an ultra-faint star cluster lies at the distance of 16 kpc.
We use deep follow-up imaging obtained with the 4-m Mayall Telescope at Kitt Peak National Observatory to derive
their structural parameters. Pisces II has a half-light radius of ∼60 pc, while Segue 3 is 20 times smaller at only 3 pc.

Key words: galaxies: dwarf – galaxies: individual (Pisces, Pegasus) – Local Group

1. INTRODUCTION

Ultra-faint satellites of the Milky Way include dwarf galaxies
(Willman et al. 2005; Zucker et al. 2006a, 2006b; Belokurov
et al. 2006, 2007a; Irwin et al. 2007; Belokurov et al. 2008)
and star clusters (Koposov et al. 2007), as well as objects with
intermediate properties (Walsh et al. 2007; Belokurov et al.
2009; Niederste-Ostholt et al. 2009). Defined by their extremely
low surface brightness, these systems could only be detected
with a massive multi-band imaging campaign like the Sloan
Digital Sky Survey (SDSS).

In this Letter, we announce the discovery of two further Milky
Way satellites in the Southern Galactic portion of the SDSS
SEGUE survey. They lie in adjacent constellations and each
extend only a couple of arcminutes on the sky. However, their
heliocentric distances differ by an order of magnitude, and,
hence, so do their physical sizes. We name the dwarf galaxy in
the constellation of Pisces, lying at the heliocentric distance of
∼180 kpc and measuring ∼120 pc across, Pisces II. This is the
second Galactic stellar halo sub-structure in Pisces—the first,
Pisces I was announced earlier this year by Watkins et al. (2009).
Pisces I is much closer and more dispersed on the sky: it is
at least several degrees across and lies at ∼80 kpc. Our second
discovery is a feeble cluster of stars in the constellation of
Pegasus. It has a half-light radius of 3 pc and lies at a heliocentric
distance of 16 kpc. We name it Segue 3, after SEGUE, the
imaging survey in the data of which it was found.

In the analysis presented in this Letter, we have extinction-
corrected all magnitudes using the maps of Schlegel et al.
(1998).

2. DATA AND DISCOVERY

The SDSS imaging data are available through the latest
Data Release 7 (DR7) in two parts: (1) ∼8000 deg2 of the
main SDSS field of view, mostly around the North Galactic
Cap and (2) ∼3000 deg2 of SEGUE imaging at low Galactic
latitudes, with large portions of the Southern Galactic sky
covered (Yanny et al. 2009). These imaging data are produced
in five photometric bands, namely u, g, r, i, and z and are
automatically processed through the same pipelines to measure
photometric and astrometric properties (Abazajian et al. 2009).

The two imaging data sets differ in the continuity of the
sky coverage and the amount of Galactic reddening: while
most of the SDSS has contiguous coverage and is observed
through minimal amounts of dust, SEGUE consists of tens of
long, 2.◦5-wide stripes affected by various amounts of Galactic
extinction.

Both discontinuity in coverage and variable extinction com-
plicate the search for stellar over-densities by adding non-
Poissonian noise to the stellar density field. Nonetheless, ap-
plying our over-density detection algorithm (Belokurov et al.
2006) to the SEGUE data immediately yielded several promis-
ing candidates, which we are continuing to follow up with deep
imaging and spectroscopy. We have already presented the first
result, the discovery of the Segue 2 satellite (Belokurov et al.
2009). Several more candidate objects were detected at simi-
lar significance level. Pisces II was selected for follow-up, as
it showed tentative evidence for the presence of blue horizon-
tal branch (BHB) stars. The case for Segue 3 was simpler: the
object could actually be seen on the SDSS images.

Figure 1 shows the view of Pisces II and Segue 3 as seen
by SDSS. The first of the four panels shows the density of all
objects classified as stars by the SDSS pipeline down to r = 23.
In each case, there is a visible over-density at the center: Pisces
II is detected with significance (Koposov et al. 2008) of ∼5
and Segue 3 with significance of ∼7. The next two panels are
the color–magnitude diagrams (CMDs) of the object and the
Galactic foreground around it. It requires a lot of imagination
to see the red giant branch or indeed the blue horizontal branch
of Pisces II. However, the Hess difference in the right panel
of Figure 1 shows that there are over-densities of bluish and
reddish stars that can be interpreted as BHBs and red giant
branches (RGBs) at the heliocentric distance of ∼180 kpc. The
lower panel of Figure 1 presents the SDSS data for Segue 3,
which is clearly a simpler case: the main sequence (MS) at
∼15 kpc is obvious. It is, however, more difficult to identify the
RGB population in Segue 3 as there is no obvious over-density
in the Hess difference plot. In the absence of spectroscopic data,
we gauge the likely membership by placing a mask that selects
six potential members, at least one of which probably belong
to the Galactic foreground. There is also a lone blue star in
Segue 3, which looks slightly too faint to be classified as a BHB
unambiguously.

L103
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Fig. 8.— Same as Figure 2, but for Canes Venatici I.

Fig. 9.— Same as Figure 2, but for Hercules.

TABLE 3
Radial Velocities and Velocity Dispersions

Galaxy 〈û〉hel d〈û〉hel 〈û〉GSR σ dσ Number
(km s−1) (km s−1) (km s−1) (km s−1) (km s−1) of stars

Ursa Major II −116.5 1.9 −33.4 6.7 1.4 20
Leo T 38.1 2.0 −58.4 7.5 1.6 19
Ursa Major I −55.3 1.4 −7.1 7.6 1.0 39
Leo IV 132.3 1.4 10.1 3.3 1.7 18
Coma Berenices 98.1 0.9 81.7 4.6 0.8 59
Canes Venatici II −128.9 1.2 −95.5 4.6 1.0 25
Canes Venatici I 30.9 0.6 77.6 7.6 0.4 214
Hercules 45.0 1.1 144.6 5.1 0.9 30

the galaxy is in dynamical equilibrium, (3) the galaxy has
an isotropic velocity dispersion, and (4) the light distri-
bution of the galaxy traces its mass distribution. All four
of these assumptions may be false in reality, especially for
the ultra-faint dwarfs that are the subject of this paper.
SDSS photometry and followup imaging reveal that most
of the dwarfs are elongated, demonstrating that they are
not spherically symmetric systems and probably do not
have isotropic velocity dispersion tensors. Several of the
dwarfs also appear irregular, opening up the possibility
that their structure has been significantly affected by the
tidal field of the Milky Way. However, these apparently
irregular isodensity contours could also be the result of

the extremely low surface densities of the galaxies, which
make their stellar distributions difficult to determine ac-
curately. Finally, the nearly flat velocity dispersion pro-
files observed in all of the dSphs where spatially resolved
kinematics are available indicate that light does not trace
mass (Walker et al. 2006a; Wu 2007). Despite these ob-
jections, the samples of stars in the ultra-faint dwarfs
that are spectroscopically accessible with current instru-
ments are so small that more sophisticated analyses are
not possible (with the exception of CVn I, which will be
discussed in more detail in a future paper). We therefore
use the method of Illingworth (1976) to estimate total
masses for the observed galaxies:
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Fig. 5.— Same as Figure 2, but for Leo IV.

Fig. 6.— Same as Figure 2, but for Coma Berenices.

Fig. 7.— Same as Figure 2, but for Canes Venatici II.

nificantly smaller than our measurement uncertainty of
1.7 km s−1, so we do not correct our measured disper-
sions for the presence of binaries. Unless the binary star
fraction in these ultra-low luminosity dwarfs is signifi-
cantly larger than that of other dwarf galaxies, binaries
do not significantly inflate the measured dispersions and
inferred masses of even the lowest-dispersion dwarf galax-
ies in our sample.

3.3. Total Masses

The process of determining the total mass of a dwarf
spheroidal galaxy from the velocities of a relatively mod-
est sample of stars that are probably located well in-
side the virial radius of the galaxy’s dark matter halo is
fraught with difficulty. The standard technique in the lit-
erature is to assume that (1) the galaxy is spherical, (2)
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Figure 1. Left: Color–magnitude diagram of all stars (small black points) within 30′ of the center of Segue 1 from SDSS DR 6 g- and r-band photometry. The larger
symbols indicate stars with measured Keck/DEIMOS velocities: the solid blue circles fulfill our requirements for membership in Segue 1, the red asterisks are higher
velocity stars and the open squares are foreground Milky Way stars. Two fiducial isochrone are shown shifted to the distance of Segue 1: M92 ([Fe/H] = −2.3, solid
line) and M3 ([Fe/H]= −1.6, dashed line). Right: Spatial distribution of stars near Segue 1. The solid ellipse is the half-light radius of Segue 1 as measured by Martin
et al. (2008).
(A color version of this figure is available in the online journal.)

globular clusters: at a given luminosity dwarf galaxies have
larger sizes and are thus less compact (Belokurov et al. 2007;
Martin et al. 2008). However, the three faintest SDSS discov-
eries, Segue 1, Willman 1 and Bootes II, are all in a region
that overlaps with globular clusters. Studying these extreme
systems should provide important insight to dSphs, and the dif-
ference between dwarfs and star clusters, at all luminosities. Of
these three objects, only Willman 1 has published kinematics
(Martin et al. 2007). Because the systemic velocity of Willman
1 is similar to that of the foreground Milky Way stars, possible
contamination in the kinematic sample make it difficult to assess
whether this object is a dwarf or globular cluster (Siegel et al.
2008, B. Willman et al. 2009, in preparation). Here, we present
the first spectroscopic study of an even lower luminosity system,
Segue 1. The systemic velocity of Segue 1 is far removed from
the Milky Way foreground and thus should be a cleaner object
to study the properties of the least-luminous ultra-faint systems.

Segue 1 was discovered by Belokurov et al. (2007) as an
overdensity of resolved stars in the SDSS located at (α2000, δ2000)
= (10:07:03, +16:04:25) = (151.◦763, 16.◦074). Via isochrone
fitting, these authors estimate a distance of 23 ± 2 kpc and an
absolute luminosity of MV ∼ −3 ± 0.6. Martin et al. (2008)
recently revised the luminosity of Segue 1 to MV = −1.5+0.6

−0.8
using a more robust method to estimate flux in systems with
small numbers of observable stars. While the possibility of tidal
tails and/or tidal distortion of Segue 1 was found in the initial
SDSS analysis, deeper imaging and more thorough simulations
suggest that these features can be explained via Poisson scatter
of the few bright stars in this system (Martin et al. 2008). Segue 1
has no detected gas content, with an observed HI gas mass limit
of less than 13 M% (Putman et al. 2008). This limit is consistent
with other dSphs around the Milky Way in which any gas has
been presumably removed via ram pressure stripping or used up
via tidally induced star formation Mayer et al. (2006).

Belokurov et al. (2007) note that Segue 1 is spatially super-
imposed on the leading arm of the Sagittarius stream. Because
it has a similar luminosity and size as the most diffuse globular
cluster, they proposed that Segue 1 is a globular cluster formerly
associated with the Sagittarius dSph. Spectroscopy of member
stars in Segue 1 is required to test this hypothesis and answer the

crucial question of whether or not this intrinsically faint stellar
system is truly a globular cluster (i.e., a stellar system with a
single stellar population with no dark matter). Here, we present
Keck/DEIMOS multiobject spectroscopy for individual stars
in the vicinity of Segue 1, identifying 24 stars as members of
Segue 1.

This paper is organized as follows: in Section 2, we discuss
target selection and data reduction for our Keck/DEIMOS
spectroscopy. In Section 3, we discuss the spectroscopic results
including estimates of the velocity dispersion, mass, M/L,
and metallicity. In Section 4, we examine the spatial and
kinematic position of Segue 1 relative to the Sagittarius stream.
In Section 5, we note that Segue 1 may be a good target for
indirect detection of dark matter. Finally, in Section 6, we discuss
Segue 1 in context of the Milky Way dSph population.

Throughout the analysis, we use the photometric properties
of Segue 1 as derived by Martin et al. (2008) of MV = −1.5+0.6

−0.8
(i.e., the 1σ magnitude limits are MV = −0.9 and −2.3) and
reff = 4.4′+1.2

−0.6 = 29+8
−5 pc. We also assume a fixed reddening to

Segue 1 based on the Schlegel et al. (1998) value of E(B − V )
= 0.032 mag. We list these and other key parameters in Table 1.

2. DATA

2.1. Target Selection

Targets were selected for spectroscopy based on gri pho-
tometry of Segue 1 from the SDSS DR6 public database
(Adelman-McCarthy et al. 2008). As discussed in SG07, we
set the target priorities to preferentially observe stars with a
high likelihood of being Segue 1 members. Using the theoreti-
cal isochrones of Clem et al. (2008) and Girardi et al. (2004), we
chose targets whose color and apparent magnitudes minimize
the distance from the best-fitting Segue 1 isochrone. The high-
est priority targets were those located within 0.1 mag of the red
giant branch (RGB) tracks, or within 0.2 mag of the horizontal
branch, with additional preference being given to brighter stars
(Figure 1). Stars farther from any of the fiducial sequences were
classified as lower-priority targets. We designed the slitmask so
as to maximize the number of high-priority targets: a total of 59
targets were placed on the Segue 1 mask, 26 of which were in
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Figure 2. Left: Keck/DEIMOS velocity histogram for all stars in our sample; velocities are corrected to the heliocentric frame. We identify Segue 1 as the velocity
peak near v = 206 km s−1. The stars with less positive velocities are identified as foreground Milky Way, the four stars with v ∼ 300 km s−1 are tentatively associated
with the Sagittarius stream as discussed in Section 4.1. Right: Radial distance from the center of Segue 1 plotted against heliocentric velocity. The stars to the east of
the galaxy center are plotted as triangles, the stars to the west are plotted as squares. We indicate the effective half-light radius (reff ), the mean systemic velocity of the
system (black dashed line), and velocity dispersion (gray-shaded region).
(A color version of this figure is available in the online journal.)

Since the expected contamination from both foreground
Milky Way stars and the Sagittarius stream is low in the velocity
region of Segue 1, our criteria for Segue 1 membership are
simple: we assign membership based only on velocity. Stars
with radial velocities between 190 < v < 220 km s−1 are
considered members of Segue 1. This cut provides 24 member
stars. The nearest nonmembers in our spectroscopic sample are
at v = 155 km s−1 and v = 281 km s−1, so different velocity
cuts would identify the same set of members.

The color–magnitude distribution of kinematically selected
Segue 1 members is shown in Figure 1. We plot fiducial
sequences for the globular clusters M92 ([Fe/H] = −2.3) and
M3 ([Fe/H]= −1.6). These ridge lines are based on those
of Clem et al. (2008) in g′ − r ′, converted to g − r using
the transformations of Rider et al. (2004) and shifted to the
distance of Segue 1 (23 kpc). These fiducials are well matched
to the kinematic sample. In particular, the spectra of the two
bright blue stars (r ∼ 17.5, g − r ∼ −0.1) show strong
broad absorption lines of the Paschen series and narrow Ca ii
triplet lines consistent with being horizontal-branch stars. The
position of these two stars is also well matched to the metal-poor
horizontal-branch isochrones at the distance of Segue 1.

3.2. Velocity Dispersion

We measure the mean velocity and velocity dispersion of
Segue 1 using the maximum-likelihood method described by
Walker et al. (2006). This method assumes that the observed
velocity dispersion is the sum of the intrinsic galaxy dispersion
and the dispersion produced by measurement errors. Fitting
the full Segue 1 sample based on the 24 member stars identi-
fied above, we find a mean heliocentric velocity of 206.4 ±
1.3 km s−1 and a velocity dispersion of 4.3 ± 1.2
km s−1(Figure 2). We do not find evidence for rotation in this
system, however, given the small numbers of stars we cannot
rule out rotation velocities on the same order as the velocity
dispersion. We test this by adding a sinusoidal term to the sys-
temic velocity, varying the amplitude and scale radius (Strigari
et al. 2008a). The most likely value for the rotation amplitude is
zero, with an upper 1σ limit of 5 km s−1. While this test justi-

fies the mass modeling we use with no streaming motion in the
velocities, larger kinematic data sets and smaller velocity un-
certainties are necessary to test more conclusively for streaming
motion Segue 1.

The gray-shaded region in the right panel of Figure 2 indicates
the 1σ width of the Segue 1 velocity distribution. We note that
all the member stars lie within 2.5σ of the systemic Segue 1
velocity. The next nearest star in velocity space is over 10σ
away. We interpret this cold distribution as evidence that there
are no stars currently in the process of being tidally stripped
from Segue 1 (Klimentowski et al. 2007). We note here and in
Section 3.4, however, that the lack of outliers is not sufficient
to prove that tidal processes are not affecting our results (e.g.,
Muñoz et al. 2008). This interpretation also does not mean that
stars have not been previously stripped from Segue 1, and still
allows for the possibility that tidal interactions are currently on-
going in the dark matter component of this object. We discuss
this further in Section 3.4.

3.3. Mass and Mass-to-Light Ratio

We calculate the dynamical mass of Segue 1 using two
different methods. In both cases, we assume that Segue 1 is
a relaxed, self-gravitating, spherically symmetric system with
no rotational motion. We presently ignore any effects on the
mass estimates due to tidal interactions between Segue 1 and
the Milky Way, leaving that discussion to Section 3.4. We
first assume the simplest possible configuration: an isotropic
sphere in which mass follows light. Further assuming that
the density is described as a King model and is in virial
equilibrium, Illingworth (1976) showed that the total mass is
then M = 167βrcσ

2 where β is a parameter that depends on the
concentration of the system and is generally assumed to be 8 for
dSphs (Mateo 1998), rc is the King (1966) profile core radius,
and σ is the observed average velocity dispersion. We convert
the measured half-light radius of Segue 1 to King core radius as
rc = 0.64 ∗ reff = 18.6+5

−3 pc. Using this method, we estimate
the total mass of Segue 1 to be 4.5+4.7

−2.5 × 105 M&.
Our second method to calculate the mass loosens the con-

straint that mass-follows-light and uses the individual stellar
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Fig. 2.— (a) Color-magnitude diagram of observed stars in Segue 1. The large black circles represent stars identified as radial velocity
members of the galaxy using our subjective approach, the small black dots represent stars identified as non-members, and the magenta
crosses are spectroscopically confirmed background galaxies and quasars. The red curve shows the location of the red giant branch, subgiant
branch, and main sequence turnoff populations in the globular cluster M92 and the cyan curve shows the location of the horizontal branch
of M13, both corrected for Galactic extinction and shifted to a distance of 23 kpc (data from Clem et al. 2008). (b) Spatial distribution
of observed stars in Segue 1. Symbols are the same as in (a), and the ellipse represents the half-light radius of Segue 1 from Martin et al.
(2008). (c) Velocity histogram of observed stars in Segue 1. Velocities are corrected to the heliocentric rest frame. The filled red histogram
represents stars classified as members, and the hatched black-and-white histogram represents non-members. The velocity bins are 2 km s−1

wide.

Fig. 3.— (a) Distribution of observed stars in velocity and radius. Filled red points represent stars that pass the color and magnitude
selection (at either high or low priority) described in § 2.2, and open black points are stars that lie outside that selection region. Stars
that have been observed multiple times are plotted with their weighted average values. Segue 1 stands out as the large overdensity of stars
near vhel = 200 km s−1 extending out to a radius of ∼ 13′. Based on the distribution of Milky Way stars, it is clear that at small radii
(r ≤ 7′) the risk of contamination of the Segue 1 member sample is very low. In addition to Segue 1, there is also a distinct concentration
of stars near 300 km s−1. (b) Distribution of observed stars in velocity and reduced Ca triplet equivalent width, a proxy for metallicity.
As in the left panel, a large fraction of the Segue 1 members separate cleanly from the Milky Way foreground population. At W′ > 5 Å,
the distributions begin to overlap, and unambiguously classifying individual stars as members or nonmembers becomes more difficult.
Fortunately, relatively few stars are located in this region. It is clear that Segue 1 is more metal-poor than the bulk of the foreground
population, although W′ is a much less accurate metallicity indicator for main sequence stars than giants. The 300 km s−1 structure
appears to be more enriched than Segue 1.

the measured velocities. These calculations are a natural
generalization of the Walker et al. (2009b) EM method.
The method is described in more detail in Paper II and
is summarized here in § 5. In this framework, we find

53 definite members (〈p〉 ≥ 0.9) and 9 further proba-
ble members (0.8 ≤ 〈p〉 < 0.9), plus the 2 RR Lyrae
variables (see § 4.2), but 7 of the stars considered likely
members by the other two techniques receive lower prob-

Simon, Geha, Martinez, Minor, Kirby, Bullock, Kaplinghat, Strigari, Law, Willman, Choi, et al., ApJ 2011

The Darkest Galaxy: Segue 1



Complete Spectroscopic Survey of Segue 1 17

Fig. 10.— Velocity dispersion profile of Segue 1. The open
squares show the profile obtained for bins of ∼ 23 stars each, and
the filled red circles show the profile for bins of ∼ 15 stars. While
the decrease in the velocity dispersion at intermediate radii (also
visible in Figure 3) does not appear to be an artifact of the binning,
it is only significant at the 1 σ level.

for the observed kinematics of Segue 1 to be significantly
distorted by tides, the galaxy must be within a few cross-
ing times of its orbital pericenter. Conservatively, then,
Segue 1 should be no more than ∼ 10 kpc past pericen-
ter. Segue 1 is located 28 kpc from the Galactic Center,
which would place its pericenter at a Galactocentric dis-
tance of at least 18 kpc, inconsistent with the closest
approach to the Milky Way that would be required to
disrupt it (see below).
For the IAU value of the Milky Way rotation veloc-

ity (220 km s−1), the mass enclosed at the position of
Segue 1 is 3×1011 M". The mass of Segue 1 is best con-
strained at the half-light radius of the galaxy (Wolf et al.
2010), where we measure Mhalf = 5.8+8.2

−3.1 × 105 M".
Even if we assume (without any physical basis) that
the mass distribution is arbitrarily truncated at the
half-light radius, the instantaneous Jacobi radius (e.g.,
Binney & Tremaine 2008, Equation 8.91) for Segue 1
would be ∼ 250 pc. If we use the Jacobi radius as an esti-
mate of the tidal radius, then all of the stars we observed
are well within the present-day tidal radius. Although
Binney & Tremaine present a detailed discussion of why
the Jacobi radius is necessarily an imperfect estimator, it
is worth noting that subhalos in the Aquarius simulation
(Springel et al. 2008) show a strong correlation between
the radius of the subhalo and the Jacobi radius, sup-
porting the use of the Jacobi radius as the tidal radius in
practice. In order to bring the tidal radius in to the posi-
tion of our outermost confirmed member, the pericenter
of Segue 1’s orbit must be less than ∼ 10 kpc. Substan-
tially disturbing stars at the half-light radius, where the
mass is being measured, requires an orbital pericenter of
less than ∼ 4 kpc (eccentricity greater than 0.75, since
Segue 1 is clearly not near its apocenter at the present

time). The Jacobi radius scales as M1/3
Segue 1, so even ma-

jor revisions to the derived mass do not affect our con-
clusion. This calculation is quite conservative, because
it relies most strongly on the central kinematics of the
galaxy where the observational uncertainties are smallest

and tidal effects are weakest.
In the context of ΛCDM, densities as high as those that

we measure within the half-light radius of Segue 1 (see
§ 8) are indicative of massive subhalos. Using the mass
estimator from Wolf et al. (2010), the circular velocity
at the half-light radius is related to the measured veloc-
ity dispersion via V (rhalf) =

√
3σ $ 6.4 km s−1. This

demands that Vmax > 6.4 km s−1 for the halo hosting
Segue 1. Convolving the central circular velocity with
CDM-based priors suggests that Vmax > 10 km s−1 (e.g.,
Bullock et al. 2010). In the Via Lactea II simulation
(Diemand et al. 2008), subhalos that meet this velocity
cut and currently reside between 20 and 40 kpc from
the host halo have a median tidal truncation radius of
∼ 500 pc. Given that these simulations self-consistently
include tides and orbital trajectories, there is good rea-
son to suspect that the mass of Segue 1 extends well past
rhalf . If we extrapolate the Segue 1 mass beyond the ob-
served region using CDM priors, we find a mass within
100 pc of M100 = 2.2×106 M" and a mass within 300 pc
of M300 = 1.4 × 107 M", consistent with the common
mass scale of Milky Way satellites (Strigari et al. 2008a).
With these larger masses, the current tidal radius would
increase to 400 − 700 pc, making the center of Segue 1
nearly impervious to tides for any plausible orbit.

8. THE IMPORTANCE OF SEGUE 1 FOR DARK
MATTER STUDIES

The large measured mass of Segue 1 and its very
small size (it has the smallest half-light radius of any
known Local Group dwarf galaxy, with the possible
exception of Willman 1) mean that Segue 1 also has
the densest known concentration of dark matter. The
average density enclosed within its half-light radius is
2.5+4.1

−1.9 M" pc−3, substantially higher than that found in
other dwarf galaxies (Gilmore et al. 2007; Simon & Geha
2007; Walker et al. 2009a) or the solar neighborhood
(e.g., Bahcall 1984). For comparison purposes, this mea-
sured density is equal the ambient density of dark matter
at z $ 300 and the average density of objects that col-
lapsed at z $ 50. Given the extremely high mass-to-light
ratio of Segue 1 (§ 5.3), it is safe to equate the dark mat-
ter density with the total density.
Since the flux of high-energy particles from dark mat-

ter annihilation scales as ρ2DMr3/d2 and Segue 1 is also
the second-nearest dwarf galaxy to the Sun, Segue 1
is clearly a high priority target for indirect detec-
tion experiments (Martinez et al. 2009; Essig et al. 2009;
Scott et al. 2010). Essig et al. (2010) use the sample of
member stars presented here to carry out more detailed
calculations of the expected gamma-ray and neutrino flux
from dark matter annihilation in Segue 1. That analy-
sis shows that Segue 1 is expected to be among the two
brightest sources of annihilation radiation from Milky
Way satellites, and may be the brightest known dwarf
galaxy. We strongly encourage future indirect detection
searches for dark matter to target Segue 1.
Finally, the high density of Segue 1 provides impor-

tant leverage for constraints on the phase-space density
of dark matter particles, which is often estimated by the
related quantity QDM(r) = ρDM(r)/σDM(r)3 defined by
Hogan & Dalcanton (2000). Unfortunately, QDM can-
not be measured directly from velocity dispersion data.

Inclusion of binaries: Martinez et al. 2011, McConachie & Cote 2011 
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Fig. 1.— Dereddened color-magnitude diagram of all stars within
two elliptical half-light radii of the center of Willman 1 from KPNO
g- and r-band photometry. We used (position angle, ellipticity,
rhalf) = (77,0.47,2.3′) from Martin et al. (2008a) to calculate half-
light distances. The region inside the dotted boxes is the location
of our highest priority spectroscopic selection criteria, hereafter
referred to as the color criteria used to identify stars possibly be-
longing to Wil 1. The sizes of color and magnitude uncertainties
are shown by the crosses on the left of the CMD.

ible. Dotted boxes outline the liberal color-magnitude
selection that we will use in the rest of this paper as the
color-magnitude requirements for possible Wil 1 mem-
bership.
We applied the color-magnitude selection shown in

Figure 1 to this photometric catalog to calculate a re-
vised center of Willman 1. We began with the cen-
ter, based on the much shallower SDSS dataset, calcu-
lated by Martin et al. (2008b), and then iteratively cal-
culated the average position of stars within 2 arcmin-
utes of the center until we converged on (α2000, δ2000) =
(162.3397,51.0508). We will use this center for the rest
of the paper.

2.2. Spectroscopic Target Selection

Stars in Wil 1 were targeted for spectroscopy using
the photometric catalog described in the previous sec-
tion. We set the target priorities to preferentially ob-
serve stars with a high likelihood of being Wil 1 mem-
bers based on their color, magnitude and spatial position.
First priority was given to stars that (1) spatially over-
lap the main body of Wil 1 and (2) reside within regions
of the color-magnitude diagram that are consistent with
the Main Sequence (MS) and turnoff, horizontal branch,
and red giant branch of an old stellar population at the
distance of Wil 1. These color-magnitude criteria are
shown by the dotted lines overplotted on Figure 1. We
chose to implement liberal, rectangular color-magnitude
criteria to include Wil 1 member stars with a range of
possible [Fe/H] and ages in our spectroscopic sample.
Second priority was given to stars occupying a similar
color-magnitude region, independent of spatial location.
All remaining stars were assigned third priority. Within
each of these three tiers, stars were further prioritized by
their apparent magnitude, with the brightest stars re-
ceiving highest priority. An average of 100 slitlets were

placed on each mask (see Table 1).

2.3. Spectroscopy and Data Reduction

Four multislit masks were observed for Willman 1 us-
ing the Keck II 10-m telescope and the DEIMOS spec-
trograph (Faber et al. 2003). Three masks were observed
on the nights of November 20–22, 2006, the fourth was
observed on March 20, 2007. Exposure times, mask po-
sitions and additional observing details are given in Ta-
ble 1. The masks were observed with the 1200 line mm−1

grating covering a wavelength region 6400− 9100Å. The
spatial scale is 0.12′′ per pixel, the spectral dispersion of
this setup is 0.33Å, and the resulting spectral resolution
is 1.37Å (FWHM). Slitlets were 0.7′′ wide. The seeing
conditions during both runs were on average ∼ 0.75′′.
Despite the similar observing conditions, few spectra
were usable from the fourth mask because the targeted
stars were fainter. The minimum slit length was 4′′ to al-
low adequate sky subtraction; the minimum spatial sep-
aration between slit ends was 0.4′′ (three pixels).
Spectra were reduced using a modified version of the

spec2d software pipeline (version 1.1.4) developed by the
DEEP2 team at the University of California-Berkeley
for that survey. A detailed description of the two-
dimensional reductions can be found in Simon & Geha
(2007). The final one-dimensional spectra are re-
binned into logarithmically spaced wavelength bins with
15 km s−1 per pixel.

2.4. Radial Velocities and Error Estimates

We measure radial velocities and estimate velocity er-
rors using the method detailed in Simon & Geha (2007).
We refer the reader to this paper for a description of the
method and only highlight the important steps below.
Radial velocities were measured by cross-correlating

the observed science spectra with a series of high signal-
to-noise stellar templates. The templates were observed
with Keck/DEIMOS using the same setup as described
in § 2.3 and cover a wide range of stellar types (F8 to
M8 giants, subgiants and dwarf stars) and metallicities
([Fe/H] = −2.12 to +0.11). We calculate and apply a
telluric correction to each science spectrum by cross cor-
relating a hot stellar template with the night sky ab-
sorption lines following the method in Sohn et al. (2007).
The telluric correction accounts for the velocity error due
to mis-centering the star within the 0.7′′ slit caused by
small mask rotations or astrometric errors. We apply
both a telluric and heliocentric correction to all veloci-
ties presented in this paper.
It is crucial to accurately assess our velocity errors be-

cause the internal velocity dispersion of Willman 1 is
expected to be comparable to the DEIMOS velocity er-
rors associated with individual measurements. We de-
termine the random component of our velocity errors us-
ing a Monte-Carlo bootstrap method. Noise is added
to each pixel in the one-dimensional science spectrum.
We then recalculate the velocity and telluric correction
for 1000 noise realizations. Error bars are defined as
the square root of the variance in the recovered mean
velocity in the Monte-Carlo simulations. The system-
atic contribution to the velocity error was determined by
Simon & Geha (2007) to be 2.2 km s−1 based on repeated
independent measurements of individual stars, and has
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Fig. 2.— Velocity distributions of: the 58 stars that satisfy our
Wil 1 color-magnitude selection criteria (open) and the 39 stars
that do not satisfy these criteria (grey filled). The dotted lines show
the velocity range of −30 < vhelio < 0 km s−1used to select Wil 1
member stars. Binsize is 4.7 km s−1, the median velocity error of
the 58 stars passing the color-magnitude criteria for membership.

between −30 and 0 km s−1. We identify these 45 color-
magnitude-velocity (CM-V) selected stars as likely Wil
1 members. This does not necessarily mean that none
of the 13 CM selected stars with outlying velocities are
physically associated with Wil 1. However, the spatial
distribution of those 13 stars at outlying velocities is not
clustered around the Wil 1 center.
We present in Table 2 the equatorial coordinates, r

magnitudes, g−r colors, heliocentric velocities, and spec-
tral S/N of the 45 CM-V selected Wil 1 member stars.
We also include the CaT W′ (and uncertainty) for the
15 possible red giant branch, as calculated in § 2.5. Ta-
ble 3 contains the same data (but not W′) for the 52
non-member stars.

3.2. Predicting the Number of Interlopers in the
Color-Magnitude-Velocity Sample

Figure 3 shows a CMD of the stars in our spectroscopic
catalog. Filled symbols represent the 45 candidate Wil
1 members selected in § 3.1, and open symbols represent
the 52 foreground Milky Way stars. The number of open
symbols overlapping with the filled symbols shows that
shows that 40% of stars with colors and magnitudes con-
sistent with the red giant branch of Wil 1 are foreground
stars belonging to the MilkyWay. These foreground stars
were only identified because their line-of-sight velocities
were different than those of Wil 1 stars. The median
velocity of Milky Way stars passing the CM criterion
for membership is −35.7 km s−1(based on the Besancon
Galaxy model), with 16% of these having −30 < vlos < 0
km s−1. How many Milky Way interlopers remain in the
CM-V sample of 45 candidate Wil 1 members?
We simulate the number of interloper stars expected

among the 45 candidate members using the Besancon
Galaxy model. Because photometric studies suggest the
presence of tidal features around Wil 1 (Willman et al.
2006; Martin et al. 2007), we first predict the number of
Milky Way contaminant stars without assuming that all

!0.5 0.0 0.5 1.0
(g ! r)0

22

20

18

16

r 0

MS/BHB sample

faint RGB sample

bright RGB sample

filled ! candidate Wil 1 members
open ! MW stars

Fig. 3.— Color-magnitude diagram of the 97 stars with
DEIMOS/Keck velocities. Open symbols show Milky Way stars.
Filled symbols show probable Wil 1 member stars, as selected by
color-magnitude and velocity (−30 < v < 0 km s−1) criteria. Tri-
angles, circles, and squares highlight stars belonging to the bRGB,
fRGB, and MS/BHB sub-samples used to characterize foreground
contamination. 5-point stars show those stars that did not satisfy
the initial color-magnitude cut for membership.

CM selected stars outside the Wil 1 velocity peak belong
to the Milky Way. We instead use the Besancon model to
predict the absolute number density of Milky Way stars
satisfying the color-magnitude-velocity criteria for can-
didate members. The predicted number of contaminant
stars thus rests on the assumptions that the velocity dis-
tribution of Besancon model stars and the absolute num-
bers of stars in the Besancon model are correct. We later
verify that this yields a reasonable prediction.
The primary ingredients in our calculation are:

1. nfg,vel, the projected number density of Milky Way
stars in the Besancon model satisfying the CM-
V criteria for Wil 1 membership. We calculated
nfg,vel and its dispersion in 1000 small fields ran-
domly placed in a 1 square degree Besancon simu-
lation centered on the position of Wil 1. To do this,
we shuffled the RAs and Decs of Besancon model
stars before selecting each random field. The ran-
dom fields each had an area approximately equal
to that of our spectroscopic survey footprint. Be-
cause the CM cuts applied to our data were liberal,
we simply used the model CFHT-Megacam g and
r magnitudes as a proxy for the observed SDSS
g and r magnitudes. We convolved 4.7 km s−1

measurement uncertainties, the median for the 45
candidate members, to the model velocities of each
Besancon star. The average number of possible in-
terlopers in the CM-V sample within a given area
of sky, A, is then Ncont,vel = A ∗ nfg,vel.

2. ftarg, the fraction of stars in our photometric cat-
alog satisfying the CM criteria for Wil 1 member-
ship that also end up in our spectroscopic catalog
of 97 stars. Not all stars satisfying the CM criteria
for membership were targeted, and not all targeted
stars had spectra with high enough S/N to be in

Willman, Geha,Simon, Strigari, Kirby, Strader, Warres, AJ 2010 

Willman 1: A probable galaxy
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well-described by a Gaussian distribution (Muñoz et al. 2005, 2006; Walker et al. 2007, 2009; Geha et al.

2009b) and we include the dispersion arising from both the motion of the stars and the measurement errors

as Strigari et al. (2007):

L(A ) ≡ P({vi}|A ) =

n
∏

i=1

1
√

2π(σ2
los,i
+ σ2

m,i
)

exp















−
1

2

(vi − u)
2

σ2
los,i
+ σ2

m,i















, (6)

where {vi} are the individual l.o.s. stellar velocity measurements and σm,i are the measurement errors on

these velocities. The mean l.o.s. velocity of the dwarf galaxy is denoted by u. The full set of astrophysical

parameters isA = ρs, rs,Υ$, β, u, and we discuss the two new parameters Υ$ and β below. The theoretical

l.o.s. dispersion, σlos, is the projection of the 3D velocity dispersion on the plane of the sky and this is

determined using the Jeans equation (see Binney & Tremaine 1987) once A is specified. Υ$ is the stellar

mass to light ratio and it sets the mass of the baryons in these dwarf galaxies given the stellar luminosity.

The velocity dispersion anisotropy is β ≡ 1 − σ2
t
/σ2r , where σt and σr are the tangential and radial velocity

dispersion of the stars (measured with respect to the center of the dwarf galaxy). We assume that β is

constant for this analysis. The probability of the astrophysical parameters,A given a data set {vi} is obtained

via Bayes’ theorem: P(A |{vi}) ∝ P({vi}|A )P(A ). The prior probability, P(A ), for the halo parameters,

{rs, ρs} is based on ΛCDM simulations (Diemand et al. 2007; Springel et al. 2008) and described in detail

in Martinez et al. (2009). For Υ$ we take the prior to be uniform between 0.5 and 5, and for β the prior is

uniform between −1 and 1.

The astrophysical factor J after marginalization over all the parameters inA for each dwarf galaxy

within an angular region of diameter 1◦ is given in Table 4. The chosen 1◦ region for the calculation of J

is a good match to the LAT PSF at energies of 1 − 2 GeV where most of the models under consideration

are best constrained. At lower energies, the PSF is significantly larger, but beyond 1 ◦ the dwarf dark matter

density has a negligible impact on the overall J computation, and at higher energies, the statistics with the

current data are rather limited. Note that, due to their uncertain nature as true dark matter dominated dSphs

or large uncertainties in their dark matter content, the Segue 2, Willman 1, and Bootes II dSphs have not

been considered in this analysis. In addition, new stellar data on Segue 1 and Bootes II are being currently

reduced and will be used in a forthcoming publication. We also exclude Ursa Major I, Hercules, and Leo

IV, because their J values are smaller than those of the rest of the sample, yielding a final sample of 8 dSphs

used for the dark matter constraints.

In principle, annihilations in cold and dense substructure in the dwarf galaxy halo can increase J.

However, previous studies have shown that this boost due to annihilations in substructure is unlikely to be

larger than a factor of few (see e.g. Martinez et al. 2009). Similarly, a boost in the annihilation cross-section

in dwarfs due to a Sommerfeld enhancement (e.g. Arkani-Hamed et al. 2009), where the annihilation cross-

section depends on the relative velocity of the particles, would increase the expected gamma-ray signal and

improve our constraints. In order to be conservative, we have not included either of these effects.
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more massive galaxies in the local group were considered
in [25], potentially dark subhalos were studied in [26, 27,
28, 29, 30, 31], and the prospects of detecting microhalos
were explored in [32, 33].

In comparison to previous studies of dSphs, our work is
the first to combine theoretical predictions for CDM halo
profile shapes and normalizations with specific dynami-
cal constraints for each observed system. Though the
observed velocity dispersion profiles are equally well fit
by both central density cores and cusps, we restrict our-
selves to inner profile shapes ρ ∝ r−γ with γ " 0.7 − 1.2
[34, 35], because this is what is expected for the sub-
set of dark matter candidates that actually annihilate
into photons (CDM). We show that the primary uncer-
tainty in the smooth dark matter flux contribution for
CDM halos comes not from the relatively narrow range
of central cusp slopes, but from the density and radius
normalization parameters, ρs and rs for the halo. As we
show below, the published velocity dispersion data along
with the predicted relations between ρs and rs for CDM
halos allow a tight constraint on the dark-halo density
contribution to the annihilation signal.

While the value of the expected flux signal for each
dSph is sensitive to the (unknown) nature of the under-
lying dark matter candidate, we demonstrate that the
relative flux from system-to-system is significantly con-
strained. Ursa Minor is the most promising dSph can-
didate for detection and we present the expected γ-ray
flux ratios between the remaining five dSphs and Ursa
Minor. We also demonstrate that enhancement of the
signal due to the presence of substructure in dSph halos
themselves increases the predicted fluxes by at most a
factor of ∼ 100.

This paper is organized as follows. In section II, we
discuss the γ-ray annihilation signal expected from CDM
halos and the enhancement of the flux due to the presence
of substructure within the dSph dark matter halos. In
section III we discuss the dynamical modeling of the dSph
galaxies. In section IV we present our results, and we
conclude in section V. Throughout the paper, we assume
a ΛCDM cosmological model with Ωm = 0.3, ΩΛ = 0.7,
h = 0.7 and σ8 = 0.9.

II. GAMMA-RAYS FROM ANNIHILATION IN
COLD DARK MATTER HALOS

The γ-ray flux from dark matter annihilation in a dark
matter halo with characteristic density ρs and radius rs

at a distance D may be written as

dNγ

dAdt
=

1

4π
P [〈σv〉, Mχ, dNγ/dE] L(ρs, rs,D). (1)

We have explicitly divided the flux into a term that de-
pends only on the dark matter particle and its annihila-
tion characteristics, P(〈σv〉, Mχ, dNγ/dE), and one that
depends only on the density structure of the dark mat-
ter halo, the distance to the halo, D, and the angular

size over which the system is observed, L(ρs, rs,D). The
structure quantity L is defined as

L =

∫ ∆Ω

0

{
∫

LOS
ρ2[r(θ,D, s)] ds

}

dΩ (2)

where the integral is performed along the line of sight over
a solid angle ∆Ω = 2π(1−cos θ). The term that contains
the microscopic dark matter physics is given explicitly as

P =

∫ Mχ

Eth

∑

i

dNγ,i

dE

〈σv〉i
M2

χ
dE. (3)

Here, the mass of the dark matter particle is Mχ, the an-
nihilation cross section to a final state “i” is 〈σv〉i, and
the spectrum of photons emitted from dark matter anni-
hilation to that final state is dNγ,i/dE. Our goal is to use
observed velocity dispersion profiles to empirically con-
strain the L term. This allows observations from γ−ray
telescopes to more effectively constrain the particle na-
ture of dark matter through P .

A. Photon spectrum and cross sections

As a fiducial case, we consider neutralino dark matter
in order to determine an appropriate value for P . Neu-
tralino annihilation to a photon final state occurs via: (1)
loop diagrams to two photons (γγ), each of energy Eγγ =
Mχ; (2) loop diagrams to a photon and a Z0 boson (γZ0)
with a photon energy of EγZ0 = Mχ[1 − (Mz0/2Mχ)2];
and (3) through an intermediate state that subsequently
decays and/or hadronizes, yielding photons (h). For this
latter case, the resulting photon spectrum is a continuum
and is well-approximated by [12]

dNγ,h

dE
= α1

E

Mχ

(

E

Mχ

)−3/2

exp

[

−α2
E

Mχ

]

(4)

where (α1, α2) = (0.73, 7.76) for WW and Z0Z0 final
states, (α1, α2) = (1.0, 10.7) for bb̄, (α1, α2) = (1.1, 15.1)
for tt̄, and (α1, α2) = (0.95, 6.5) for uū. The cross sec-
tions associated with these processes span many orders
of magnitude. For the direct annihilation to a γγ or γZ0

final states the maximum presently allowed value of the
annihilation cross section to these final states is roughly
∼ 〈σv〉γγ,γZ0 ∼ 10−28cm3s−1. The total cross section
associated with photon emission from the hadronization
of the annihilation products has a corresponding upper
bound of 〈σv〉h ≈ 5 × 10−26cm3s−1. In the most opti-
mistic scenario, where the cross sections are fixed to their
highest value and the mass of the neutralino is ∼ 46 GeV,
so that P = PSUSY ≈ 10−28cm3s−1GeV−2.

The value of P will be different for different dark mat-
ter candidates. For example, in models of minimal uni-
versal extra-dimensions, the annihilation cross section
and the mass of the lightest Kaluza-Klein particle can
be significantly higher than what we assumed here (e.g.,

{ }
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flux ratios between the remaining five dSphs and Ursa
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signal due to the presence of substructure in dSph halos
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Here, the mass of the dark matter particle is Mχ, the an-
nihilation cross section to a final state “i” is 〈σv〉i, and
the spectrum of photons emitted from dark matter anni-
hilation to that final state is dNγ,i/dE. Our goal is to use
observed velocity dispersion profiles to empirically con-
strain the L term. This allows observations from γ−ray
telescopes to more effectively constrain the particle na-
ture of dark matter through P .

A. Photon spectrum and cross sections

As a fiducial case, we consider neutralino dark matter
in order to determine an appropriate value for P . Neu-
tralino annihilation to a photon final state occurs via: (1)
loop diagrams to two photons (γγ), each of energy Eγγ =
Mχ; (2) loop diagrams to a photon and a Z0 boson (γZ0)
with a photon energy of EγZ0 = Mχ[1 − (Mz0/2Mχ)2];
and (3) through an intermediate state that subsequently
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where (α1, α2) = (0.73, 7.76) for WW and Z0Z0 final
states, (α1, α2) = (1.0, 10.7) for bb̄, (α1, α2) = (1.1, 15.1)
for tt̄, and (α1, α2) = (0.95, 6.5) for uū. The cross sec-
tions associated with these processes span many orders
of magnitude. For the direct annihilation to a γγ or γZ0

final states the maximum presently allowed value of the
annihilation cross section to these final states is roughly
∼ 〈σv〉γγ,γZ0 ∼ 10−28cm3s−1. The total cross section
associated with photon emission from the hadronization
of the annihilation products has a corresponding upper
bound of 〈σv〉h ≈ 5 × 10−26cm3s−1. In the most opti-
mistic scenario, where the cross sections are fixed to their
highest value and the mass of the neutralino is ∼ 46 GeV,
so that P = PSUSY ≈ 10−28cm3s−1GeV−2.

The value of P will be different for different dark mat-
ter candidates. For example, in models of minimal uni-
versal extra-dimensions, the annihilation cross section
and the mass of the lightest Kaluza-Klein particle can
be significantly higher than what we assumed here (e.g.,

{ }Flux = 
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Fig. 1.— Spectral fits to the counts (left panels) and the corresponding residuals (right panels) for the ROIs

around two dwarf spheroidal galaxies, Willman 1 (top panels) and Draco (bottom panels). The lines in the

spectral plots (left panels) are point sources (black), theGalactic diffuse component (blue) and the isotropic

component (red). The black line overlaid to the data points is the best-fit total spectrum in the respective

ROIs. The best-fit power-law models (with Γ = 2 here) for the dwarfs are below the lower bound of the

ordinates. Willman 1 is the worst residual obtained in our sample, while Draco is illustrative of the fit quality

for most ROIs.

Abdo et al., Astrophys.J. 712 (2010) 147-158
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considered in our analysis becomes:

L(D|pW,{p}i) =
�

i

LLAT
i (D|pW,pi)

× 1

ln(10) Ji
√
2πσi

e−(log10(Ji)−log10(Ji))
2
/2σ2

i ,

(1)

where LLAT
i denotes the binned Poisson likelihood that

is commonly used in a standard single ROI analysis

of the LAT data, i indexes the ROIs, D represents

the binned gamma-ray data, pW represents the set of

ROI-independent DM parameters (�σannv� ,mW , and the

annihilation branching ratios bf ), {p}i are the ROI-

dependent model parameters. In this analysis, {p}i in-

cludes the normalizations of the nearby point and dif-

fuse sources and the J-factor, Ji. log10(Ji) and σi are

the mean and standard deviation of the distribution of

log10 (Ji), approximated to be gaussian, and their values

are given in cols. 5 and 6 respectively of Table I.

The fit proceeds as follows. For given fixed values of

mW and bf , we optimize − lnL, with L given in eq. 1.

Confidence intervals or upper limits, taking into account

uncertainties in the nuisance parameters, are then com-

puted using the ‘profile likelihood’ technique, which is a

standard method for treating nuisance parameters in like-

lihood analyses (see e.g., [30]), and consists of calculat-

ing the profile likelihood − lnLp(�σannv�) for several fixed
masses mW , where for each �σannv�, − lnL is minimized

with respect to all other parameters. The intervals are

then obtained by requiring 2∆ ln(Lp) = 2.71 for a one-

sided 95% confidence level. The MINUIT subroutine MI-

NOS [31] is used as the implementation of this technique.

Note that uncertainties in the background fit (diffuse and
nearby sources) are also treated in this way. The cover-

age of this profile joint likelihood method for calculating

confidence intervals has been verified using toy Monte

Carlo for a Poisson process with known background and

Fermi-LAT simulations of galactic and isotropic diffuse
gamma-ray emission. The parameter range for �σannv�
is restricted to have a lower bound of zero, to facilitate

convergence of the MINOS fit, resulting in slight over-

coverage for small signals, i.e. conservative limits.

RESULTS AND CONCLUSIONS

As no significant signal is found, we report upper lim-

its. Individual and combined upper limits on the anni-

hilation cross section for the bb̄ final state are shown in

Fig. 1, see also [32]. Including the J-factor uncertainties

in the fit results in increased upper limits compared to

using the nominal J-factors. Averaged over the WIMP

masses, the upper limits increase by a factor up to 12

for Segue 1, and down to 1.2 for Draco. Combining the

dSphs yields a much milder overall increase of the upper

FIG. 1. Derived 95% C.L. upper limits on WIMP annihilation
cross section for all selected dSphs and for the joint likelihood
analysis for annihilation into bb̄ final state. The most generic
cross section (∼ 3 · 10−26 cm3s−1 for a purely s-wave cross
section) is plotted as a reference. Uncertainties in the J-factor
are included.

FIG. 2. Derived 95% C.L. upper limits on WIMP annihilation
cross section for the bb̄ channel, the τ+τ− channel, the µ+µ−

channel, and the W+W− channel. The most generic cross
section (∼ 3 · 10−26 cm3s−1 for a purely s-wave cross section)
is plotted as a reference. Uncertainties in the J-factor are
included.

limit compared to using nominal J-factors, a factor of

1.3.

The combined upper limit curve shown in Fig. 1 in-

cludes Segue 1 and Ursa Major II, two ultra-faint satel-

lites with small kinematic datasets and relatively large

uncertainties on their J-factors. Conservatively, exclud-

ing these objects from the analysis results in an increase

in the upper limit by a factor ∼1.5, which illustrates the

robustness of the combined fit.

Finally, Fig. 2 shows the combined limits for all stud-

Fermi-LAT Collaboration, 1108.3546 

thermal relic



Segue 1: The Darkest Galaxy

6 Simon et al.

Fig. 2.— (a) Color-magnitude diagram of observed stars in Segue 1. The large black circles represent stars identified as radial velocity
members of the galaxy using our subjective approach, the small black dots represent stars identified as non-members, and the magenta
crosses are spectroscopically confirmed background galaxies and quasars. The red curve shows the location of the red giant branch, subgiant
branch, and main sequence turnoff populations in the globular cluster M92 and the cyan curve shows the location of the horizontal branch
of M13, both corrected for Galactic extinction and shifted to a distance of 23 kpc (data from Clem et al. 2008). (b) Spatial distribution
of observed stars in Segue 1. Symbols are the same as in (a), and the ellipse represents the half-light radius of Segue 1 from Martin et al.
(2008). (c) Velocity histogram of observed stars in Segue 1. Velocities are corrected to the heliocentric rest frame. The filled red histogram
represents stars classified as members, and the hatched black-and-white histogram represents non-members. The velocity bins are 2 km s−1

wide.

Fig. 3.— (a) Distribution of observed stars in velocity and radius. Filled red points represent stars that pass the color and magnitude
selection (at either high or low priority) described in § 2.2, and open black points are stars that lie outside that selection region. Stars
that have been observed multiple times are plotted with their weighted average values. Segue 1 stands out as the large overdensity of stars
near vhel = 200 km s−1 extending out to a radius of ∼ 13′. Based on the distribution of Milky Way stars, it is clear that at small radii
(r ≤ 7′) the risk of contamination of the Segue 1 member sample is very low. In addition to Segue 1, there is also a distinct concentration
of stars near 300 km s−1. (b) Distribution of observed stars in velocity and reduced Ca triplet equivalent width, a proxy for metallicity.
As in the left panel, a large fraction of the Segue 1 members separate cleanly from the Milky Way foreground population. At W′ > 5 Å,
the distributions begin to overlap, and unambiguously classifying individual stars as members or nonmembers becomes more difficult.
Fortunately, relatively few stars are located in this region. It is clear that Segue 1 is more metal-poor than the bulk of the foreground
population, although W′ is a much less accurate metallicity indicator for main sequence stars than giants. The 300 km s−1 structure
appears to be more enriched than Segue 1.

the measured velocities. These calculations are a natural
generalization of the Walker et al. (2009b) EM method.
The method is described in more detail in Paper II and
is summarized here in § 5. In this framework, we find

53 definite members (〈p〉 ≥ 0.9) and 9 further proba-
ble members (0.8 ≤ 〈p〉 < 0.9), plus the 2 RR Lyrae
variables (see § 4.2), but 7 of the stars considered likely
members by the other two techniques receive lower prob-
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FIG. 1: Current exclusion regions from Fermi 9-month gamma-ray observations of Segue 1 (bounded below by the blue solid
diagonal line) and MAGIC gamma-ray observations of Segue 1 (bounded below by the purple solid curved line). The exclusion
regions use the conservative 2σ lower limit of Lann given in Table I within θ = 0.25 (Fermi) and θ = 0.1 (MAGIC). The
dashed blue and purple lines depict the respective cross-section bounds using the optimistic 2σ upper limits of Lann. For the
χχ → W+W− channel, the black dot is the region favored by a model of wino-like neutralinos that explains the PAMELA
positron data [40]. Note that mχ � mt � 175 GeV for the χχ→ tt̄ channel.

The energy spectra for the longer channel χχ→ φφ with

φ→ µ+µ− are given by

dNνe

dx
= −5

3
+ 3x2 − 4

3
x3

+ 2 ln
1

x
(10)

dNνµ

dx
= −19

18
+

3

2
x2 − 4

9
x3

+
5

3
ln

1

x
, (11)

where x = Eν/mχ [39]. (The νi and ν̄i spectra are the

same for each channel). When these neutrinos reach

Earth, the probability that νi will have oscillated into

νµ is roughly [45]

P (νµ → νµ) � P (ν̄µ → ν̄µ) � 0.39,

P (νe → νµ) � P (ν̄e → ν̄µ) � 0.22 (12)

(we take this oscillation probability also into account for

the direct channel χχ→ νµν̄µ). Since Segue 1 lies in the

Northern Hemisphere, these neutrinos travel through the

Earth towards IceCube. While νe and ντ predominantly

give rise to cascade-like events in IceCube, νµ’s can con-

vert to muons in the ice and produce track-like events

that yield much better angular resolution [46]. We thus

focus exclusively on detecting the muons from the νµ’s.

(In particular, we also ignore the muons produced from

ντ → τ → µ.)

Given dNνµ,ν̄µ/dEν above, one obtains the differential

neutrino flux, dΦνµ,ν̄µ/dEν , from Eq. (1). The muon

energy spectrum detected by IceCube in a time T is given

by

Nµ

dEµ
(Eµ) = T

� mχ

Eµ

dEν
ρm

mN

dΦνµ,ν̄µ

dEν

� dσν

dEµ
+

dσν̄

dEµ

�

×R(Eµ, Eth)Aeff(Eµ). (13)

Gamma-ray limits: Segue 1

Essig, Sehgal, Strigari, Simon, Geha, PRD 2010
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Fig. 2.— Exclusion regions in the (Mχ, 〈σv〉) parameter space based on the results of the

observations. It is computed according to eq. 4 using a composite neutralino spectrum (see
Wood et al. (2008)) and the values of J from Table 1. Black asterisks represent points from
MSSM models that fall within ±3 standard deviations of the relic density measured in the

3 year WMAP data set (Spergel et al. 2007).
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Figure 6. Annihilation cross section ULs from Segue 1 MAGIC data considering neutralino anni-
hilating entirely into bb̄ or into τ+τ−. mSUGRA models with a relic density within 3σWMAP from
the WMAP value are plotted (black crosses). Among these, neutralinos annihilating mainly in bb̄
and τ+τ− are indicated with light brown points and blue points respectively. The dashed brown
line indicates ULs for a neutralino annihilating entirely into bb̄ while the solid blue lines the case of
annihilations into τ+τ−. The blue thin line represents the integral UL for the τ+τ− channel as if
they were calculated (independently of the mass) with a fixed energy threshold of 100 GeV, while for
the thick blue line the energy threshold is optimized for each value of mχ. Finally, for annihilations
into τ+τ−, the blue band covers the 2σ uncertainty on JΘ(∆Ω).

neutralinos that co-annihilate with stops and staus, or the “tail” at low masses (around 50
GeV). Among the models compatible with WMAP bounds, two representative subsets are
also shown using a different color coding according to their main annihilation channel (light
brown points for branching ratio B(b b̄) > 0.85, and blue points for B(τ+τ−) > 0.7), which
are representatives of a soft and hard gamma-ray spectrum respectively (see figure 7).

For each DM model in the scan, the integral flux UL ΦUL(> E0) can be computed
following eq. (3.3), using the Segue 1 data and the specific gamma-ray spectrum of the

– 11 –
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thermal relic
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‣ Search for objects that only shine because of dark matter annihilation

‣ Some satellites could be within a few kpc of the Sun, and their 
extension may be resolved by the LAT

‣ Search criteria:

‣ More than 20 degrees from Galactic plane

‣ No counterpart at other wavelengths

‣ Emission constant in time

‣ Spatially extended: 1 degree radial extension

‣ See also Belikov, Hooper, Buckley, 1111.2613

Search for Dark Subhalos
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Fig. 1.— Distribution of satellite mass and distance for the original VL-II satellites (in black)
and the extrapolation to low-mass satellites (in red). Lower J-factors reside in the upper

left while higher J-factors lie to the lower right. Contours of constant J-factor (J ∝ M0.81

D2 )
run from the upper right to the lower left. One such contour is shown for the Draco dwarf

spheroidal galaxy assuming a mass of 108M!. Satellites lying in the hatched region above
this line have lower J-factors than that of Draco.

Preliminary, Fermi-LAT Collaboration, submitted to ApJ

Search for Dark Subhalos
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considered in our analysis becomes:

L(D|pW,{p}i) =
�

i

LLAT
i (D|pW,pi)

× 1

ln(10) Ji
√
2πσi

e−(log10(Ji)−log10(Ji))
2
/2σ2

i ,

(1)

where LLAT
i denotes the binned Poisson likelihood that

is commonly used in a standard single ROI analysis

of the LAT data, i indexes the ROIs, D represents

the binned gamma-ray data, pW represents the set of

ROI-independent DM parameters (�σannv� ,mW , and the

annihilation branching ratios bf ), {p}i are the ROI-

dependent model parameters. In this analysis, {p}i in-

cludes the normalizations of the nearby point and dif-

fuse sources and the J-factor, Ji. log10(Ji) and σi are

the mean and standard deviation of the distribution of

log10 (Ji), approximated to be gaussian, and their values

are given in cols. 5 and 6 respectively of Table I.

The fit proceeds as follows. For given fixed values of

mW and bf , we optimize − lnL, with L given in eq. 1.

Confidence intervals or upper limits, taking into account

uncertainties in the nuisance parameters, are then com-

puted using the ‘profile likelihood’ technique, which is a

standard method for treating nuisance parameters in like-

lihood analyses (see e.g., [30]), and consists of calculat-

ing the profile likelihood − lnLp(�σannv�) for several fixed
masses mW , where for each �σannv�, − lnL is minimized

with respect to all other parameters. The intervals are

then obtained by requiring 2∆ ln(Lp) = 2.71 for a one-

sided 95% confidence level. The MINUIT subroutine MI-

NOS [31] is used as the implementation of this technique.

Note that uncertainties in the background fit (diffuse and
nearby sources) are also treated in this way. The cover-

age of this profile joint likelihood method for calculating

confidence intervals has been verified using toy Monte

Carlo for a Poisson process with known background and

Fermi-LAT simulations of galactic and isotropic diffuse
gamma-ray emission. The parameter range for �σannv�
is restricted to have a lower bound of zero, to facilitate

convergence of the MINOS fit, resulting in slight over-

coverage for small signals, i.e. conservative limits.

RESULTS AND CONCLUSIONS

As no significant signal is found, we report upper lim-

its. Individual and combined upper limits on the anni-

hilation cross section for the bb̄ final state are shown in

Fig. 1, see also [32]. Including the J-factor uncertainties

in the fit results in increased upper limits compared to

using the nominal J-factors. Averaged over the WIMP

masses, the upper limits increase by a factor up to 12

for Segue 1, and down to 1.2 for Draco. Combining the

dSphs yields a much milder overall increase of the upper

FIG. 1. Derived 95% C.L. upper limits on WIMP annihilation
cross section for all selected dSphs and for the joint likelihood
analysis for annihilation into bb̄ final state. The most generic
cross section (∼ 3 · 10−26 cm3s−1 for a purely s-wave cross
section) is plotted as a reference. Uncertainties in the J-factor
are included.

FIG. 2. Derived 95% C.L. upper limits on WIMP annihilation
cross section for the bb̄ channel, the τ+τ− channel, the µ+µ−

channel, and the W+W− channel. The most generic cross
section (∼ 3 · 10−26 cm3s−1 for a purely s-wave cross section)
is plotted as a reference. Uncertainties in the J-factor are
included.

limit compared to using nominal J-factors, a factor of

1.3.

The combined upper limit curve shown in Fig. 1 in-

cludes Segue 1 and Ursa Major II, two ultra-faint satel-

lites with small kinematic datasets and relatively large

uncertainties on their J-factors. Conservatively, exclud-

ing these objects from the analysis results in an increase

in the upper limit by a factor ∼1.5, which illustrates the

robustness of the combined fit.

Finally, Fig. 2 shows the combined limits for all stud-

Preliminary, Fermi-LAT Collaboration, submitted to ApJ



LAT collaboration: Fermi/LAT observations of Local Group galaxies: detection of M 31 and search for M 33

Fig. 1. Gaussian kernel (σ = 0.5◦) smoothed counts maps of the region of interest (ROI) in a true local projection before (left) and after subtraction
of the background model (right) for the energy range 200 MeV–20 GeV and for a pixel size of 0.05◦ × 0.05◦. Overlaid are IRIS 100 µm contours
of M 31 convolved with the LAT point spread function to indicate the extent and shape of the galaxy. The boxes show the locations of the 4 point
sources that have been included in the background model.

(αJ2000, δJ2000) = (00h43.9m ± 1.8m,+41◦23′ ± 22′) that again
encloses the centre of M 31 within the 1σ confidence contour.

We determined the statistical significance of the detection,
as well as its spectral parameters, by fitting a spatial template for
M 31 to the data on top of the gamma-ray background model that
we introduced above. The M 31 template was derived from the
Improved Reprocessing of the IRAS Survey (IRIS) 100 µm far
infrared map (Miville-Deschênes & Lagache 2005). Far infrared
emission can be taken as a first-order approximation of the ex-
pected distribution of gamma-ray emission from a galaxy since it
traces interstellar gas convolved with the recent massive star for-
mation activity. The spatial distributions of diffuse gamma-ray
emission from our own Galaxy or the LMC are indeed traced by
far-infrared emission to the first order.

From the IRIS 100 µm map, we removed any pedestal emis-
sion, which we estimated from an annulus around M 31, and we
clipped the image beyond a radius of 1.6◦.

Using this IRIS 100 µm spatial template for M 31 and assum-
ing a power-law spectral shape led to a detection above the back-
ground at TS= 28.8, which corresponds to a detection signifi-
cance of 5.0σ for 2 free parameters. We obtained a >100 MeV
photon flux of (11.0 ± 4.7stat ± 2.0sys) × 10−9 ph cm−2 s−1 and
a spectral index of Γ = 2.1 ± 0.2stat ± 0.1sys using this model.
Systematic errors include uncertainties in our knowledge of the
effective area of the LAT and uncertainties in the modelling of
diffuse Galactic gamma-ray emission. As an alternative we fitted
the data using the IRIS 60 µm, IRIS 25 µm, a template based on
Hα emission (Finkbeiner 2003) or the geometrical ellipse shape
we used earlier for source localization. All these templates pro-
vide results that are close to (and consistent with) those obtained
using the IRIS 100 µm map. Fitting the data using a point source
at the centre of M 31 provided a slightly smaller TS (25.5) and a
steeper spectral index (Γ = 2.5± 0.2stat ± 0.1sys), which provides
marginal evidence (at the 1.8σ confidence level) of a spatial ex-
tension of the source beyond the energy-dependent LAT point
spread function.

Using the gamma-ray luminosity spectrum determined from
a GALPROP model of the MW that was scaled to the as-
sumed distance of 780 kpc of M 31 (Strong et al. 2010)5 in-
stead of a power law allows determination of the >100 MeV
luminosity ratio rγ between M 31 and the MW. We obtain rγ =
0.55 ± 0.11stat ± 0.10sys where we linearly added uncertainties
in the assumed halo size of the model to the systematic errors
in the measurement. The luminosity of M 31 is thus about half
that of the MW. The model gives TS= 28.9, which is compa-
rable to the value obtained using a power law, yet now with
only one free parameter, the detection significance rises to 5.3σ.
According to this model, the >100 MeV photon flux of M 31 is
(9.1 ± 1.9stat ± 1.0sys) × 10−9 ph cm−2 s−1.

We determined the spectrum of the gamma-ray emission
from M 31 independently of any assumption about the spectral
shape by fitting the IRIS 100 µm template in five logarithmically
spaced energy bins covering the energy range 200 MeV–50 GeV
to the data. Figure 2 shows the resulting spectrum on which we
superimposed the GALPROP model of the MW for rγ = 0.55.
Overall, the agreement between the observed spectrum of M 31
and the model is very satisfactory. The upturn in the spectrum
at high energies, though not significant, could possibly be at-
tributed to emission from the BL Lac object 1ES 0037+405, the
only known blazar in the line of sight towards M 31. In a dedi-
cated analysis above 5 GeV, we found a cluster of 6–7 counts that
are positionally consistent with coming from that blazar. Adding
1ES 0037+405 as a point source to our model and extending
the energy range for the fit to 200 MeV–300 GeV results in a
TS= 16−20 for the source, where the range reflects uncertainties

5 We use throughout this work a representative model of the MW from
Strong et al. (2010) with a halo size of 4 kpc and that assumes diffu-
sive reacceleration. The model is based on cosmic-ray, Fermi-LAT and
other data, and includes interstellar pion-decay, inverse Compton and
Bremsstrahlung. Varying the halo size between 2 and 10 kpc affects
the >100 MeV luminosity and photon flux by less than 10% and 3%,
respectively.
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Fermi-LAT detection of M31

Fermi-LAT collaboration, Astronomy and Astrophysics, 523, L2 



Fermi-LAT results now rule out thermal relic particle 
DM in the mass range 10-25 GeV

More Galactic satellites are out there, and more data is 
on the way

Stay tuned...

Going forward


