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WHAT THE HECK IS GOING 
ON?

• A whole bunch of experiments have data

• To leading order, no one agrees with anyone

• So let’s talk about that
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Figure 1: Experimental model-independent residual rate of the single-hit scintillation
events, measured by DAMA/LIBRA,1,2,3,4,5,6 in the (2 – 4), (2 – 5) and (2 – 6)
keV energy intervals as a function of the time. The zero of the time scale is January
1st of the first year of data taking of the former DAMA/NaI experiment [15]. The
experimental points present the errors as vertical bars and the associated time bin
width as horizontal bars. The superimposed curves are the cosinusoidal functions
behaviors A cosω(t − t0) with a period T = 2π

ω = 1 yr, with a phase t0 = 152.5 day
(June 2nd) and with modulation amplitudes, A, equal to the central values obtained
by best fit over the whole data including also the exposure previously collected by
the former DAMA/NaI experiment: cumulative exposure is 1.17 ton × yr (see also
ref. [15] and refs. therein). The dashed vertical lines correspond to the maximum
expected for the DM signal (June 2nd), while the dotted vertical lines correspond to
the minimum. See text.
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LIGHT WIMPS?!?!?!

• CoGeNT low energy 
scattering on Ge

• DAMA 
modulation 
through Na

• CRESST scattering through O (and Ca) 
above energy dependent backgrounds

Different targets
Different type of signal
Different level of S/B

Important to understand the experiments in as 
model independent manner as possible



IS THIS CONSISTENT?
16 G. Angloher et al.: Results from 730 kg days of the CRESST-II Dark Matter Search
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Fig. 12. (Color online) Light yield distribution of the accepted
events, together with the expected contributions of the back-
grounds and the possible signal. The solid and dashed lines
correspond to the parameter values in M1 and M2, respec-
tively.

6.2 Significance of a Signal

As described in Section 5.1, the likelihood function can be
used to infer whether our observation can be statistically
explained by the assumed backgrounds alone. To this end,
we employ the likelihood ratio test. The result of this test
naturally depends on the best fit point in parameter space,
and we thus perform the test for both likelihood maxima
discussed above. The resulting statistical significances, at
which we can reject the background-only hypothesis, are

for M1: 4.7�
for M2: 4.2�.

In the light of this result it seems unlikely that the
backgrounds which have been considered can explain the
data, and an additional source of events is indicated.
Dark Matter particles, in the form of coherently scatter-
ing WIMPs, would be a source with suitable properties.
We note, however, that the background contributions are
still relatively large. A reduction of the overall background
level will reduce remaining uncertainties in modeling these
backgrounds and is planned for the next run of CRESST
(see Section 7).

6.3 WIMP Parameter Space

In spite of this uncertainty, it is interesting to study the
WIMP parameter space which would be compatible with
our observations. Fig. 13 shows the location of the two
likelihood maxima in the (m�,�WN)-plane, together with
the 1� and 2� confidence regions derived as described in
Section 5.1. The contours have been calculated with re-
spect to the global likelihood maximum M1. We note that
the parameters compatible with our observation are con-
sistent with the CRESST exclusion limit obtained in an
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Fig. 13. The WIMP parameter space compatible with the
CRESST results discussed here, using the background model
described in the text, together with the exclusion limits from
CDMS-II [12], XENON100 [13], and EDELWEISS-II [14], as
well as the CRESST limit obtained in an earlier run [1]. Ad-
ditionally, we show the 90% confidence regions favored by Co-
GeNT [15] and DAMA/LIBRA [16] (without and with ion
channeling). The CRESST contours have been calculated with
respect to the global likelihood maximum M1.

earlier run [1], but in considerable tension with the limits
published by the CDMS-II [12] and XENON100 [13] ex-
periments. The parameter regions compatible with the ob-
servation of DAMA/LIBRA (regions taken from [16]) and
CoGeNT [15] are located somewhat outside the CRESST
region.

7 Future Developments

Several detector improvements aimed at a reduction of the
overall background level are currently being implemented.
The most important one addresses the reduction of the al-
pha and lead recoil backgrounds. The bronze clamps hold-
ing the target crystal were identified as the source of these
two types of backgrounds. They will be replaced by clamps
with a substantially lower level of contamination. A sig-
nificant reduction of this background would evidently re-
duce the overall uncertainties of our background models
and allow for a much more reliable identification of the
properties of a possible signal.

Another modification addresses the neutron back-
ground. An additional layer of polyethylene shielding
(PE), installed inside the vacuum can of the cryostat, will
complement the present neutron PE shielding which is
located outside the lead and copper shieldings.

The last background discussed in this work is the leak-
age from the e/�-band. Most of these background events
are due to internal contaminations of the target crystals
so that the search for alternative, cleaner materials and/or
production procedures is of high importance. The mate-
rial ZnWO4, already tested in this run, is a promising
candidate in this respect.

NB: This is not a metric space!



TWO QUESTIONS

• Are there signs of WIMPs in CoGeNT (i.e., modulation)?

• Can you relate experiments without assuming Maxwellian 
distribution?



LETS TALK MODULATION



SIMPLE QUESTION
• If there’s modulation at DAMA, is there modulation at 

CoGeNT?
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Figure 1: Time-binned data in various energy ranges. Specifically (left) [0.5–1.5] keVee, (right) [1.5–
3.1] keVee. Overlaid are the best-fit to the modulation, as derived using the binned analysis, with
free phase (solid red curve) and peak set at 152 days (dashed blue). The best-fit points correspond
to A

0

= 7.4 (7.5) events/day/kg/keVee, A
1

= 0.14 (0.09) and t
0

= 107 (152) days, for the phase free
(t

0

= 152 days) for the lower bin and A
0

= 2.7 (2.7) events/day/kg/keVee, A
1

= 0.18 (0.14) and
t
0

= 116 (152) days for the higher.

time bins with y(ti) data points each (i = 1, . . . , N), the Lomb-Scargle power for frequency

f is given by
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Wi (y(ti)� ȳ) cos !(ti � ⌧)
⇤
2

PN
i=1

Wi cos2 !(ti � ⌧)
+

⇥PN
i=1
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where ȳ and � are the weighted mean and variance for the data in all the time bins and ! is

the angular frequency. The phase factor ⌧ and weight factor Wi are given by

tan(2!⌧) =
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Wi sin 2!tiPN
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i i
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respectively. Here, �i are the individual uncertainties in each bin.

For a given energy range, the events are divided into eighty time bins of approximately

six days each. In order for the Lomb-Scargle analysis to have a well-defined statistical in-

terpretation, the contents of each bin must be large enough that the error on the number of

events is well approximated by a Gaussian. As a result, each bin is required to contain ten or

more events. A simple algorithm is used to merge any bin that contains fewer than ten events

with the next highest bin.3 This procedure is repeated until no bin has fewer than ten events.

In addition, the centers of the bins are shifted to take into account any deadtime in the exper-

iment. Finally, the bin contents are e�ciency-adjusted, the L-shell background in every bin

is subtracted o↵, and the contents of the bin are converted to units of events/day/keVee. The

error is based on the total (pre-subtraction) bin contents. This error is important for deter-

mining the weighting factors Wi. The power observed in the frequency !
0

= 2⇡/year can be

3
If the last bin has fewer than ten events, it is merged with the penultimate bin.
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SIMPLE QUESTION
• Is there modulation in any other frequency?

addition, the high energy region prefers a phase that is di↵erent from that expected for a

Maxwellian halo.

The modulation in energies above 1.5 keVee is surprising, as the rate spectrum in this

region had previously been interpreted as a constant background contribution [1]. The unex-

pected nature of this modulation warrants a careful analysis of its properties and in the next

two subsections, we apply additional tests to study its period, phase and amplitude. The last

subsection presents the energy spectrum for the unmodulated and modulated rates as well as

for the phase, assuming an oscillation period of a year.

3.1 Oscillation Period

The first step in characterizing the CoGeNT modulation is to determine the relevant time

periods that show up in the data. The most obvious to check is evidence for daily modulation.

While the daily modulation expected from dark matter is negligible in a detector like CoGeNT,

many sources of background, such as those induced by cosmic rays, can depend on the time

of day.

Figure 2 shows the significance of modulation, under the assumption that the oscillation

period is one solar day (24 hrs) and under the assumption that it is one sidereal day (23.93 hrs).

The plots show results for di↵erent energy ranges E
low

through E
high

, where E
low

and E
high

range from 0.5 and 3.0 keVee in steps of 0.1 keVee. Even though the best-fit solutions typically
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Figure 3: Results of the Lomb-Scargle analysis. The left panel shows the Lomb-Scargle periodogram
for the full energy range 0.5–3.1 keVee and the right panel plots the significance of annual modulation
as a function of the considered energy range, from E

low

to E
high

.

6



SIMPLE QUESTION
• What is the modulated fraction and phase?

include about 10–20% modulation, the statistical significance is very small, as indicated by

the p-values in the plots. A few isolated energy intervals exhibit a modulation with more

than 2� confidence, but the significance is much lower once the trial factor for this to happen

anywhere in the considered energy range is included. We thus conclude that the CoGeNT

data do not show evidence for diurnal modulation.

More generally, we can also search for modulation with any frequency using the Lomb-

Scargle technique. The results are shown in Fig. 3. The strongest modulation in the data has

a period of one year; the Lomb-Scargle significance for annual modulation is above 3� if no

trial factor is included, and around 90% with a trial factor. The right panel of Fig. 3 shows the

significance of annual modulation, defined as the probability of obtaining the observed annual

modulation from statistical fluctuations alone (not including a trial factor), as a function of

the considered energy range from E
low

to E
high

. There is no significant modulation below

⇠ 1.7 keVee, but the significance increases once higher energies are included.

3.2 Phase and Amplitude for Annual Modulation

Next, we consider the phase and amplitude of the modulation for a constant period of one

year. An unbinned (in time) log-likelihood analysis is done for three energy ranges: low

[0.5–1.5] keVee, high [1.5–3.1] keVee, and all [0.5–3.1] keVee. Figure 4 shows that the high

energy data carry nearly the full weight of the analysis, and that the preferred phase is not

Maxwellian, confirming the results of the binned analysis in Fig. 1. The modulation fraction

in the high energy range is ⇠ 20%, with a phase around 106 days.

Figure 5 shows the significance of modulation over the null hypothesis in a range of en-

ergies from E
low

to E
high

, where E
low

,E
high

each go from 0.5 to 3 keVee in steps of 0.1 keVee.

The results for both the binned (left-hand column) and unbinned (right-hand column) anal-

yses are shown to illustrate that the two methods are in very good agreement. The figure

shows the significance when the phase is allowed to float in the upper row, and when the
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Figure 4: Likelihood analysis of the allowed regions in modulation and phase for di↵erent energy
ranges: in [0.5–1.5] keVee (left), [1.5–3.1] keVee (middle), and [0.5–3.1] keVee (right). The contours
are of ��2 from the best-fit point, shown as •.
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Seemingly not at 152 days... large modulated fraction



SIMPLE QUESTIONCan we make sense of the light-WIMP situation?�
CoGeNT uncertainties (e.g., surface event rejection next to threshold)�

Spectral and modulation analysis in CoGeNT seem to point to a similar WIMP mass & coupling, �
BUT then modulated amplitude is definitely not what you would expect from a vanilla halo (way too large). �

PRELIMINARY (work in progress)�
• Where (in energy) is the modulation?

Elow Ehigh

What is the modulation in this range?



SIMPLE QUESTION
• Where (in energy) is the modulation?

0.5 1.0 1.5 2.0 2.5

1.0

1.5

2.0

2.5

3.0

Elow @keVD

E h
ig
h
@keV

D

p-value of nu ll hypothesis

0-0.01

0.01-0.05

0.05-0.1

0.1-1Binned least squares
floating phase

0.5 1.0 1.5 2.0 2.5

1.0

1.5

2.0

2.5

3.0

Elow @keVD

E h
ig
h
@keV

D

p-value of nu ll hypothesis

0-0.01

0.01-0.05

0.05-0.1

0.1-1Unbinned max. likelihood

floating phase

0.5 1.0 1.5 2.0 2.5

1.0

1.5

2.0

2.5

3.0

Elow @keVD

E h
ig
h
@keV

D

p-value of nu ll hypothesis

0-0.01

0.01-0.05

0.05-0.1

0.1-1Binned least squares
fixed phase

0.5 1.0 1.5 2.0 2.5

1.0

1.5

2.0

2.5

3.0

Elow @keVD

E h
ig
h
@keV

D

p-value of nu ll hypothesis

0-0.01

0.01-0.05

0.05-0.1

0.1-1Unbinned max. likelihood

fixed phase

Figure 5: Results of the modulation fit with ! = 2⇡/year, using both the binned and unbinned
approaches. The upper plots allow the phase to float and the lower plots fix it to the value expected
for the SHM (t

0

= 152 days). The probability of the null (no modulation) hypothesis to fluctuate to
the observed best-fit values is calculated from the ��2 between the two best-fits, assuming 2 degrees
of freedom for the upper plots and 1 for the lower.

phase is fixed to Maxwellian in the lower row.

The smallest p-values for the null hypothesis occur in the energy range 0.5–3.0 keVee. As

in Fig. 3 (b), there is no significant modulation from E
low

= 0.5 to E
high

⇠ 1.7 keVee, but the

significance starts to increase as E
high

& 1.7 keVee. In the energy range where the modulation

appears to be most significant, the phase and modulation fraction are both relatively stable;

the best-fit phase falls consistently from 60–120 days, while the best-fit modulation fraction

falls between 10-20%, for fits over the full energy range (0.5–3.0 keVee).

3.3 Spectra

Having studied the basic properties of the modulation, we now consider the energy spectra

of the unmodulated and modulated rate components, and the oscillation phase. The data

8

Lots of modulation 
at high energy?



SIMPLE QUESTION
• Where (in energy) is the modulation?

include about 10–20% modulation, the statistical significance is very small, as indicated by

the p-values in the plots. A few isolated energy intervals exhibit a modulation with more

than 2� confidence, but the significance is much lower once the trial factor for this to happen

anywhere in the considered energy range is included. We thus conclude that the CoGeNT

data do not show evidence for diurnal modulation.

More generally, we can also search for modulation with any frequency using the Lomb-

Scargle technique. The results are shown in Fig. 3. The strongest modulation in the data has

a period of one year; the Lomb-Scargle significance for annual modulation is above 3� if no

trial factor is included, and around 90% with a trial factor. The right panel of Fig. 3 shows the

significance of annual modulation, defined as the probability of obtaining the observed annual

modulation from statistical fluctuations alone (not including a trial factor), as a function of

the considered energy range from E
low

to E
high

. There is no significant modulation below

⇠ 1.7 keVee, but the significance increases once higher energies are included.

3.2 Phase and Amplitude for Annual Modulation

Next, we consider the phase and amplitude of the modulation for a constant period of one

year. An unbinned (in time) log-likelihood analysis is done for three energy ranges: low

[0.5–1.5] keVee, high [1.5–3.1] keVee, and all [0.5–3.1] keVee. Figure 4 shows that the high

energy data carry nearly the full weight of the analysis, and that the preferred phase is not

Maxwellian, confirming the results of the binned analysis in Fig. 1. The modulation fraction

in the high energy range is ⇠ 20%, with a phase around 106 days.

Figure 5 shows the significance of modulation over the null hypothesis in a range of en-

ergies from E
low

to E
high

, where E
low

,E
high

each go from 0.5 to 3 keVee in steps of 0.1 keVee.

The results for both the binned (left-hand column) and unbinned (right-hand column) anal-

yses are shown to illustrate that the two methods are in very good agreement. The figure

shows the significance when the phase is allowed to float in the upper row, and when the
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Figure 4: Likelihood analysis of the allowed regions in modulation and phase for di↵erent energy
ranges: in [0.5–1.5] keVee (left), [1.5–3.1] keVee (middle), and [0.5–3.1] keVee (right). The contours
are of ��2 from the best-fit point, shown as •.
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Modulation is statistically more significant at high 
energies (low energies depend on lowest bin)
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Figure 1: Time-binned data in various energy ranges. Specifically (left) [0.5–1.5] keVee, (right) [1.5–
3.1] keVee. Overlaid are the best-fit to the modulation, as derived using the binned analysis, with
free phase (solid red curve) and peak set at 152 days (dashed blue). The best-fit points correspond
to A

0

= 7.4 (7.5) events/day/kg/keVee, A
1

= 0.14 (0.09) and t
0

= 107 (152) days, for the phase free
(t

0

= 152 days) for the lower bin and A
0

= 2.7 (2.7) events/day/kg/keVee, A
1

= 0.18 (0.14) and
t
0

= 116 (152) days for the higher.

time bins with y(ti) data points each (i = 1, . . . , N), the Lomb-Scargle power for frequency

f is given by

P (f) =
1

2�2

 ⇥PN
i=1

Wi (y(ti)� ȳ) cos !(ti � ⌧)
⇤
2

PN
i=1

Wi cos2 !(ti � ⌧)
+

⇥PN
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Wi (y(ti)� ȳ) sin !(ti � ⌧)
⇤
2

PN
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Wi sin2 !(ti � ⌧)

!
,

(2.4)

where ȳ and � are the weighted mean and variance for the data in all the time bins and ! is

the angular frequency. The phase factor ⌧ and weight factor Wi are given by

tan(2!⌧) =

PN
i=1

Wi sin 2!tiPN
i=1

Wi cos 2!ti
and Wi =

1/�2

i

h1/�2

i i
, (2.5)

respectively. Here, �i are the individual uncertainties in each bin.

For a given energy range, the events are divided into eighty time bins of approximately

six days each. In order for the Lomb-Scargle analysis to have a well-defined statistical in-

terpretation, the contents of each bin must be large enough that the error on the number of

events is well approximated by a Gaussian. As a result, each bin is required to contain ten or

more events. A simple algorithm is used to merge any bin that contains fewer than ten events

with the next highest bin.3 This procedure is repeated until no bin has fewer than ten events.

In addition, the centers of the bins are shifted to take into account any deadtime in the exper-

iment. Finally, the bin contents are e�ciency-adjusted, the L-shell background in every bin

is subtracted o↵, and the contents of the bin are converted to units of events/day/keVee. The

error is based on the total (pre-subtraction) bin contents. This error is important for deter-

mining the weighting factors Wi. The power observed in the frequency !
0

= 2⇡/year can be

3
If the last bin has fewer than ten events, it is merged with the penultimate bin.

4

Can we make sense of the light-WIMP situation?�
CoGeNT uncertainties (e.g., surface event rejection next to threshold)�

Spectral and modulation analysis in CoGeNT seem to point to a similar WIMP mass & coupling, �
BUT then modulated amplitude is definitely not what you would expect from a vanilla halo (way too large). �

PRELIMINARY (work in progress)�

I count about 50 
(or maybe 100?) 
events up here

If efficiencies are 
O(1) => 

0.37 (0.74) cpd/kg 
vs 0.78

so is it modulating?



LIGHT WIMP SUMMARY

• Nothing overlaps

• Modulation is way higher than expected

• Simple extrapolation leads to conflicts with null results

• What to do?



The model builder’s last refuge...



Figure 2: Velocity distribution functions: the left panels are in the host halo’s restframe, the
right panels in the restframe of the Earth on June 2nd, the peak of the Earth’s velocity relative
to Galactic DM halo. The solid red line is the distribution for all particles in a 1 kpc wide shell
centered at 8.5 kpc, the light and dark green shaded regions denote the 68% scatter around the
median and the minimum and maximum values over the 100 sample spheres, and the dotted line
represents the best-fitting Maxwell-Boltzmann distribution.

are independent of location and persistent in time and hence reflect the detailed assembly
history of the host halo, rather than individual streams or subhalos. The extrema of the
sub-sample distributions, however, exhibit numerous distinctive narrow spikes at certain
velocities, and these are due to just such discrete structures. Note that although only
a small fraction of sample spheres exhibits such spikes, they are clearly present in some
spheres in all three simulations. The Galilean transform into the Earth’s rest frame washes
out most of the broad bumps, but the spikes remain visible, especially in the high veloc-
ity tails, where they can profoundly a�ect the scattering rates for inelastic and light DM
models (see Section 4).

– 6 –

MB generally good near the peak, generally not near the tail
Kuhlen, et al
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THE GOAL
• What can we say about direct detection experiments without 

making any appeal to halo models?

• Find Dark Matter

• Determine DM mass

• Determine DM interaction strength
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II. VELOCITY RANGES AND ASTROPHYSICS-INDEPENDENT SCATTERING RATES

In general the di�erential rate at a direct detection experiment, for elastically scattering DM, is given by,

dR

dER
=

NTMT ⇥

2m⇥µ2
⇤(ER) g(vmin) , (1)

where µ is the DM-nucleus reduced mass. The function g(vmin) is related to the integral of the DM velocity distri-
bution, f(v, t), by,

g(vmin) =

⌥ 1

vmin

d3v
f(v, t)

v
. (2)

There is a minimum speed that the DM must have in order to deposit recoil energy ER in the detector. For elastically
scattering WIMPs this minimum velocity is

vmin =

�
MTER

2µ2
. (3)

This simple relationship allows us to compare results from di�erent direct detection experiments without making
an assumption about the distribution of DM velocities in galaxy’s halo, provided one can relate the scattering cross
sections at the various experiments. In the standard cases of SI or SD DM the nuclear scattering cross section can be
related to the nucleonic (in this case the proton) cross section as

⇤SI(ER) = ⇤p
µ2

µ2
n⇥

(fp Z + fn (A� Z))2

f2
p

F 2(ER) (4)

⇤SD(ER) =
⇤p

2J + 1

µ2

µ2
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�
a2p Spp(ER) + ap anSpn(ER) + a2nSnn(ER)

⇥2

a2p
, (5)

allowing comparison of di�erent experiments, we have defined µn⇥ as the DM-nucleon reduced mass. We first discuss
the case where it is possible to estimate backgrounds and extract a reliable spectrum for the DM signal from the
experimental data, the situation where only total rate and not di�erential rate is available will be discussed below.

Let us suppose we have two experiments to compare, with targets N1,2 with masses M1,2 which take data over
energy ranges [Ei,low, Ei,high]. These energy ranges correspond to velocity ranges [vi,low, vi,high], using (3).

This brings to the central point of our e�orts: to make a comparison between two experiments one must first
determine whether the velocity space probed by the two experiments overlaps. As a matter of practical course, a
given experiment has a lower energy threshold Emin, which can be translated into a lower bound on the velocity
range. If experiment 1 has data for the di�erential rate of DM scattering in their experiment, dR1/dER at energies

E(1)
i this can be used to predict a rate at energy E(2)

i at experiment 2, dR2/dER.
We can invert equation 1 to solve for g(v) over the velocity range [v1,low, v1,high]

g(v) =
2m⇥µ2

NTMT ⇥⇤(ER)

dR1

dE1
(6)

This then allows us to explicitly state the expected rate for experiment two, but restricted to the energy range
[E2,low, E2,high] dictated by the appropriate velocity range. would it be useful to rewrite NT MT factors
as mass fractions?
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Equations (6) and (7) are the central results of this paper. They make no astrophysical assumptions, but only rely
upon the assumption that an actual signal has been observed.

We now focus on the SI case, since there are a greater number of experiments probing this scenario, but the analysis
for SD is similar, in this case we can use (5) to rewrite (7) in a simple form
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1) all the energy dependence is in two functions
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2) there is a 1-1 mapping 
between velocity and energy



[E1low,E1high] => [v1,lowmin, v1,highmin]

map the energy range studied in experiment 1 to a velocity 
space range

THE IDEA: PART 1
• Suppose you want to compare two experiments, 1 and 2

[v1,lowmin, v1,highmin] => [E2low,E2high]

map velocity space range back to energy space for 
experiment 2

[E1low,E1high] <=> [E2low,E2high]

we now have an energy range where the 
experiments are studying the same particles
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thresholds for various experiments. Solid bands are CRESST Oxygen band, 15-

40 keV (red, top), DAMA Na band 6.7-13.3 keV (green, middle), CoGeNT Ge 1.9-3.9 keV (blue,

bottom). Constraints are Xenon 1, 2 and 5 keV (dashed, dotted, and dot-dashed, thick blue), and

CDMS-Si 7 and 10 keV, (dot-dashed and dashed, thin red).

signals, some without. The possible comparisons between these various experiments will be

the subject of the subsequent sections. Using (11) scattering rates can be compared between

experiments. However, to compare to actual experimental data the relative exposures, e�-

ciencies and other detector-specific factors must be correctly taken into account. In the next

section we describe in detail the experimental parameters necessary for the comparisons in

the rest of the paper.

III. APPLICATIONS: A COMPARISON OF EXISTING EXPERIMENTS

The important consequences of (10) are immediately obvious. In principle, one can com-

pare a positive signal at one experiment with one at another, or test the compatibility of a

null result with a positive one. Unfortunately, ideal circumstances will rarely present them-

selves: additional backgrounds can complicate the extraction of g(v), resolution can smear

signals, or uncertainties in atomic physics (such as quenching factors) can complicate issues,

making a precise extraction of the true E
NR

and hence v
min

impossible. Furthermore, the

signal may appear as a modulation (as in DAMA) limiting access to g(v) to a summer/winter

7

Approx. range O Na Si Ar Ge Xe

CoGeNT (Ge): 2 - 4 4.3 - 8.6 3.9 - 7.8 3.6 - 7.2 3.0 - 6.0 2 - 4 1.3 - 2.5

DAMA (Na): 6 - 13 6.6 - 14 6 - 13 5.5 - 12 4.6 - 10 3.1 - 6.7 1.9 - 4.2

CRESST (O): 15 - 40 15 - 40 14 - 36 12 - 33 10 - 28 6.9 - 19 4.3 - 12

TABLE I: Conversion of energy ranges (all in keV) between various experiments/targets for a 10

GeV DM particle, using the expression in (7).

thresholds are generally limited to heavier masses.

Finally, we see that the CRESST results are completely tested by the low-threshold

XENON10 analysis, CDMS-Si (even with a 10 keV) threshold. While the nominal threshold,

depending on the details of L
eff

, of XENON10 (⇠ 5 keV) and XENON100 (⇠ 6 keV) is too

high, both experiments can probe down to 4 keV with moderately reduced sensitivity, and

energy smearing will given XENON sensitivity to the CRESST signal.

With these ranges in hand, we can proceed to compare the experiments directly. We

shall see that if the potential signal is large enough, g(v) can be extracted directly, even if

f(v) cannot be extracted with any reliability. In such cases, we can make slightly stronger

statements involving the spectra. However, even if g(v) cannot be reconstructed, we can

still make significant statements by integrating over the relevant velocity range.

A. Application I: Employing Spectra in Near-Ideal Situations (CoGeNT)

We consider first the situation when there is su�cient data to be able to extract a recoil

spectrum, CoGeNT is a example of such an experiment, because the putative signal is quite

large. We concentrate on the events below 3.2 keVee where the DM signal should be largest

and there are few cosmogenic backgrounds. In this range, in addition to the possible DM

signal at low energies, the data contains several clear cosmogenic peaks and a constant

background above the peaks. We average the [1.62-3.16 keVee] bins as an estimate of the

constant background and subtract this from the bins in the [0.42-0.92 keVee] range, which

we then consider as the DM signal, after this subtraction there are 92 signal events before

e�ciency correction. This allows us to determine g(v) or, equivalently, predict the rate

at any other experiment in the equivalent energy range. One can easily observe from its

definition that g(v) is monotonically decreasing as a function of v (see, for instance the

12



THE IDEA: PART 2

2

II. VELOCITY RANGES AND ASTROPHYSICS-INDEPENDENT SCATTERING RATES

In general the di�erential rate at a direct detection experiment, for elastically scattering DM, is given by,

dR

dER
=

NTMT ⇥

2m⇥µ2
⇤(ER) g(vmin) , (1)

where µ is the DM-nucleus reduced mass. The function g(vmin) is related to the integral of the DM velocity distri-
bution, f(v, t), by,

g(vmin) =

⌥ 1

vmin

d3v
f(v, t)

v
. (2)

There is a minimum speed that the DM must have in order to deposit recoil energy ER in the detector. For elastically
scattering WIMPs this minimum velocity is

vmin =

�
MTER

2µ2
. (3)

This simple relationship allows us to compare results from di�erent direct detection experiments without making
an assumption about the distribution of DM velocities in galaxy’s halo, provided one can relate the scattering cross
sections at the various experiments. In the standard cases of SI or SD DM the nuclear scattering cross section can be
related to the nucleonic (in this case the proton) cross section as

⇤SI(ER) = ⇤p
µ2

µ2
n⇥

(fp Z + fn (A� Z))2

f2
p

F 2(ER) (4)

⇤SD(ER) =
⇤p

2J + 1

µ2

µ2
n⇥

�
a2p Spp(ER) + ap anSpn(ER) + a2nSnn(ER)

⇥2

a2p
, (5)

allowing comparison of di�erent experiments, we have defined µn⇥ as the DM-nucleon reduced mass. We first discuss
the case where it is possible to estimate backgrounds and extract a reliable spectrum for the DM signal from the
experimental data, the situation where only total rate and not di�erential rate is available will be discussed below.

Let us suppose we have two experiments to compare, with targets N1,2 with masses M1,2 which take data over
energy ranges [Ei,low, Ei,high]. These energy ranges correspond to velocity ranges [vi,low, vi,high], using (3).

This brings to the central point of our e�orts: to make a comparison between two experiments one must first
determine whether the velocity space probed by the two experiments overlaps. As a matter of practical course, a
given experiment has a lower energy threshold Emin, which can be translated into a lower bound on the velocity
range. If experiment 1 has data for the di�erential rate of DM scattering in their experiment, dR1/dER at energies

E(1)
i this can be used to predict a rate at energy E(2)

i at experiment 2, dR2/dER.
We can invert equation 1 to solve for g(v) over the velocity range [v1,low, v1,high]

g(v) =
2m⇥µ2

NTMT ⇥⇤(ER)

dR1

dE1
(6)

This then allows us to explicitly state the expected rate for experiment two, but restricted to the energy range
[E2,low, E2,high] dictated by the appropriate velocity range. would it be useful to rewrite NT MT factors
as mass fractions?

dR2

dER
(E2) =

M (2)
T N (2)

T µ2
1

M (1)
T N (1)

T µ2
2

⇤2(E2)

⇤1

⇤
µ2
1 M(2)

T

µ2
2M

(1)
T

E2

⌅ dR1

dER

⇧
µ2
1 M

(2)
T

µ2
2 M

(1)
T

E2

⌃
. (7)

Equations (6) and (7) are the central results of this paper. They make no astrophysical assumptions, but only rely
upon the assumption that an actual signal has been observed.

We now focus on the SI case, since there are a greater number of experiments probing this scenario, but the analysis
for SD is similar, in this case we can use (5) to rewrite (7) in a simple form

dR2

dER
(E2) =

C(2)
T

C(1)
T

F 2
2 (E2)

F 2
1

⇤
µ2
1 M(2)

T

µ2
2M

(1)
T

E2

⌅ dR1

dER

⇧
µ2
1 M

(2)
T

µ2
2 M

(1)
T

E2

⌃
, (8)

2

II. VELOCITY RANGES AND ASTROPHYSICS-INDEPENDENT SCATTERING RATES

In general the di�erential rate at a direct detection experiment, for elastically scattering DM, is given by,

dR

dER
=

NTMT ⇥

2m⇥µ2
⇤(ER) g(vmin) , (1)

where µ is the DM-nucleus reduced mass. The function g(vmin) is related to the integral of the DM velocity distri-
bution, f(v, t), by,

g(vmin) =

⌥ 1

vmin

d3v
f(v, t)

v
. (2)

There is a minimum speed that the DM must have in order to deposit recoil energy ER in the detector. For elastically
scattering WIMPs this minimum velocity is

vmin =

�
MTER

2µ2
. (3)

This simple relationship allows us to compare results from di�erent direct detection experiments without making
an assumption about the distribution of DM velocities in galaxy’s halo, provided one can relate the scattering cross
sections at the various experiments. In the standard cases of SI or SD DM the nuclear scattering cross section can be
related to the nucleonic (in this case the proton) cross section as

⇤SI(ER) = ⇤p
µ2

µ2
n⇥

(fp Z + fn (A� Z))2

f2
p

F 2(ER) (4)

⇤SD(ER) =
⇤p

2J + 1

µ2

µ2
n⇥

�
a2p Spp(ER) + ap anSpn(ER) + a2nSnn(ER)

⇥2

a2p
, (5)

allowing comparison of di�erent experiments, we have defined µn⇥ as the DM-nucleon reduced mass. We first discuss
the case where it is possible to estimate backgrounds and extract a reliable spectrum for the DM signal from the
experimental data, the situation where only total rate and not di�erential rate is available will be discussed below.

Let us suppose we have two experiments to compare, with targets N1,2 with masses M1,2 which take data over
energy ranges [Ei,low, Ei,high]. These energy ranges correspond to velocity ranges [vi,low, vi,high], using (3).

This brings to the central point of our e�orts: to make a comparison between two experiments one must first
determine whether the velocity space probed by the two experiments overlaps. As a matter of practical course, a
given experiment has a lower energy threshold Emin, which can be translated into a lower bound on the velocity
range. If experiment 1 has data for the di�erential rate of DM scattering in their experiment, dR1/dER at energies

E(1)
i this can be used to predict a rate at energy E(2)

i at experiment 2, dR2/dER.
We can invert equation 1 to solve for g(v) over the velocity range [v1,low, v1,high]

g(v) =
2m⇥µ2

NTMT ⇥⇤(ER)

dR1

dE1
(6)

This then allows us to explicitly state the expected rate for experiment two, but restricted to the energy range
[E2,low, E2,high] dictated by the appropriate velocity range. would it be useful to rewrite NT MT factors
as mass fractions?

dR2

dER
(E2) =

M (2)
T N (2)

T µ2
1

M (1)
T N (1)

T µ2
2

⇤2(E2)

⇤1

⇤
µ2
1 M(2)

T

µ2
2M

(1)
T

E2

⌅ dR1

dER

⇧
µ2
1 M

(2)
T

µ2
2 M

(1)
T

E2

⌃
. (7)

Equations (6) and (7) are the central results of this paper. They make no astrophysical assumptions, but only rely
upon the assumption that an actual signal has been observed.

We now focus on the SI case, since there are a greater number of experiments probing this scenario, but the analysis
for SD is similar, in this case we can use (5) to rewrite (7) in a simple form

dR2

dER
(E2) =

C(2)
T

C(1)
T

F 2
2 (E2)

F 2
1

⇤
µ2
1 M(2)

T

µ2
2M

(1)
T

E2

⌅ dR1

dER

⇧
µ2
1 M

(2)
T

µ2
2 M

(1)
T

E2

⌃
, (8)

Invert:

2

II. VELOCITY RANGES AND ASTROPHYSICS-INDEPENDENT SCATTERING RATES

In general the di�erential rate at a direct detection experiment, for elastically scattering DM, is given by,

dR

dER
=

NTMT ⇥

2m⇥µ2
⇤(ER) g(vmin) , (1)

where µ is the DM-nucleus reduced mass. The function g(vmin) is related to the integral of the DM velocity distri-
bution, f(v, t), by,

g(vmin) =

⌥ 1

vmin

d3v
f(v, t)

v
. (2)

There is a minimum speed that the DM must have in order to deposit recoil energy ER in the detector. For elastically
scattering WIMPs this minimum velocity is

vmin =

�
MTER

2µ2
. (3)

This simple relationship allows us to compare results from di�erent direct detection experiments without making
an assumption about the distribution of DM velocities in galaxy’s halo, provided one can relate the scattering cross
sections at the various experiments. In the standard cases of SI or SD DM the nuclear scattering cross section can be
related to the nucleonic (in this case the proton) cross section as

⇤SI(ER) = ⇤p
µ2

µ2
n⇥

(fp Z + fn (A� Z))2

f2
p

F 2(ER) (4)

⇤SD(ER) =
⇤p

2J + 1

µ2

µ2
n⇥

�
a2p Spp(ER) + ap anSpn(ER) + a2nSnn(ER)

⇥2

a2p
, (5)

allowing comparison of di�erent experiments, we have defined µn⇥ as the DM-nucleon reduced mass. We first discuss
the case where it is possible to estimate backgrounds and extract a reliable spectrum for the DM signal from the
experimental data, the situation where only total rate and not di�erential rate is available will be discussed below.

Let us suppose we have two experiments to compare, with targets N1,2 with masses M1,2 which take data over
energy ranges [Ei,low, Ei,high]. These energy ranges correspond to velocity ranges [vi,low, vi,high], using (3).

This brings to the central point of our e�orts: to make a comparison between two experiments one must first
determine whether the velocity space probed by the two experiments overlaps. As a matter of practical course, a
given experiment has a lower energy threshold Emin, which can be translated into a lower bound on the velocity
range. If experiment 1 has data for the di�erential rate of DM scattering in their experiment, dR1/dER at energies

E(1)
i this can be used to predict a rate at energy E(2)

i at experiment 2, dR2/dER.
We can invert equation 1 to solve for g(v) over the velocity range [v1,low, v1,high]

g(v) =
2m⇥µ2

NTMT ⇥⇤(ER)

dR1

dE1
(6)

This then allows us to explicitly state the expected rate for experiment two, but restricted to the energy range
[E2,low, E2,high] dictated by the appropriate velocity range. would it be useful to rewrite NT MT factors
as mass fractions?

dR2

dER
(E2) =

M (2)
T N (2)

T µ2
1

M (1)
T N (1)

T µ2
2

⇤2(E2)

⇤1

⇤
µ2
1 M(2)

T

µ2
2M

(1)
T

E2

⌅ dR1

dER

⇧
µ2
1 M

(2)
T

µ2
2 M

(1)
T

E2

⌃
. (7)

Equations (6) and (7) are the central results of this paper. They make no astrophysical assumptions, but only rely
upon the assumption that an actual signal has been observed.

We now focus on the SI case, since there are a greater number of experiments probing this scenario, but the analysis
for SD is similar, in this case we can use (5) to rewrite (7) in a simple form

dR2

dER
(E2) =

C(2)
T

C(1)
T

F 2
2 (E2)

F 2
1

⇤
µ2
1 M(2)

T

µ2
2M

(1)
T

E2

⌅ dR1

dER

⇧
µ2
1 M

(2)
T

µ2
2 M

(1)
T

E2

⌃
, (8)

A direct prediction of the rate 
at experiment 2 from experiment 1
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discussion in [41]), and thus the value at the low end of this range is a lower bound for

lower values of v. This is not especially relevant for our analysis here, but would be likely

relevant in situations where the other experiments could probe lower energies as well.

Since we will compare this with the XENON10 experiment, we choose f
p

= 1 and f
n

= 0,

which is motivated from light mediators mixing with the photon, since it will give the most

lenient bounds. Using (11) we can map the CoGeNT signal onto a Xenon target, and study

the signal that would arise at XENON10. We show this in figure 2.

What is remarkable about this figure is that – once the CoGeNT signal is specified – the

expected rate on a Xenon target is completely unambiguous (and similarly on any other

target). This involves no assumptions about the halo escape velocity, velocity dispersion, or

even the assumption that the velocity distribution is Maxwellian, but requires only an input

of the WIMP mass.

After taking into account exposure and the detector e�ciencies (MIN, MED and MAX

cases described above) we can predict the total number of events predicted by the CoGeNT

13

When new data finalize, can reapply, but 
approach is same
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Fig. 6. (Color online) The data of one detector module (Ch20),
shown in the light yield vs. recoil energy plane. The large num-
ber of events in the band around a light yield of 1 is due to
electron and gamma background events. The shaded areas in-
dicate the bands, where alpha (yellow), oxygen (violet), and
tungsten (gray) recoil events are expected. Additionally high-
lighted are the acceptance region used in this work (orange),
the reference region in the ↵-band (blue), as well as the events
observed in these two regions. See text for discussion.

most of its energy in the clamp before reaching the target
crystal, it can appear at low energy. The rate of such
↵-events di↵ers by some factor of two among the detector
modules (see Section 4.2).

Secondly, Fig. 6 shows a characteristic event popula-
tion in and below the tungsten band around 100 keV. This
is present in all detector modules, albeit the number of
events varies. This population can be attributed to the
lead nuclei from 210Po ↵-decays on the holding clamps
(see Section 2.4). The distribution of these events exhibits
a low-energy tail, with decreasing density towards lower
energies. In spite of this decrease, there are detector mod-
ules (the ones with a high population of such lead events)
in which the tail visibly reaches down to energies as low
as a few tens of keV.

Finally, low energy events are present in the oxygen,
(calcium,) and tungsten bands at energies up to a few tens
of keV, i.e. in the region of interest for the WIMP search.
These events will be the main focus of our discussion in
the following. We start by defining the acceptance region
on which the discussion will be based.

3.3 Acceptance Region

Depending on the mass of a possible WIMP, any of the
nuclei in CaWO4 can be a relevant target for WIMP scat-
tering as discussed above. We therefore choose our accep-
tance region such that it includes all three kinds of nu-
clear recoils: it is located between the upper boundary of
the oxygen band and the lower boundary of the tungsten
band. This selection automatically includes the calcium
band.

module Emin
acc [keV] acc. events

Ch05 12.3 11

Ch20 12.9 6

Ch29 12.1 17

Ch33 15.0 6

Ch43 15.5 9

Ch45 16.2 4

Ch47 19.0 5

Ch51 10.2 9

total - 67

Table 1. Lower energy limits Emin
acc of the acceptance regions

and the number of observed events in the acceptance region of
each detector module.

We restrict the accepted recoil energies to below
40 keV, since as a result of the incoming WIMP veloc-
ities and nuclear form factors, no significant WIMP signal
is expected at higher energies. On the other hand, to-
wards low energies the finite detector resolution leads to
an increasing leakage of e/�-events into the nuclear recoil
bands. We limit this background by imposing a lower
energy bound E

min
acc in each detector module, chosen such

that the expected e/�-leakage into the acceptance region
of this module is one event in the whole data set. Due to
the di↵erent resolutions and levels of e/�-background in
the crystals, each module is characterized by an individ-
ual value of Emin

acc . Table 1 lists the values of Emin
acc for all

modules.
An example of the resulting acceptance region is shown

(orange) in Fig. 6 and the events observed therein are
highlighted. In the sum over all eight detector modules,
we then find 67 accepted events, the origin of which we
will discuss in the following. Table 1 shows the distribu-
tion of these events among the di↵erent detector modules.
Since Emin

acc as well as the width of the bands are module-
dependent, di↵erent modules have di↵erent sized accep-
tance regions and thus di↵erent expectations with respect
to background and signal contributions.

3.4 Backgrounds in the Acceptance Region

With the above choice of the acceptance region, four
sources of background events can be identified:

1. leakage of e/�-events at low energies,
2. ↵-events due to overlap with the ↵-band,
3. neutron scatterings which mainly induce oxygen recoils

in the energy range of interest, and
4. lead recoils from ↵-decays at the surface of the clamps,

degraded to low energy.

In the following, we estimate the contribution of each of
these backgrounds and finally investigate a possible excess
above this expectation. When present, such an excess may
be the result of WIMP scatterings in our detectors, or of
course an unsuspected background.
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M1 M2

e/�-events 8.00± 0.05 8.00± 0.05

↵-events 11.5+2.6
�2.3 11.2+2.5

�2.3

neutron events 7.5+6.3
�5.5 9.7+6.1

�5.1

Pb recoils 15.0+5.2
�5.1 18.7+4.9

�4.7

signal events 29.4+8.6
�7.7 24.2+8.1

�7.2

m� [GeV] 25.3 11.6

�WN [pb] 1.6 · 10�6 3.7 · 10�5

Table 4. Results of the maximum likelihood fit. Shown are
the expected total contributions from the backgrounds consid-
ered as well as from a possible WIMP signal, for the parameter
values of the two likelihood maxima. The small statistical er-
ror given for the e/�-background reflects the large number of
observed events in the e/�-band. The other errors correspond
to a 1� confidence interval as determined by MINOS (see Sec-
tion 5.1). The corresponding WIMP mass and interaction cross
section are listed for each of the two likelihood maxima.

one event per module according to the choice of the ac-
ceptance region, with a negligible statistical uncertainty
due to the large number of events in the e/�-band. The
lead recoil and the ↵-background are similar to our simple
estimates given in Section 4. Both these backgrounds are
slightly larger than the contribution from neutron scatter-
ings. In the context of the latter, the fit assigns roughly
half of the coincident events to neutrons from a radioac-
tive source and to muon-induced neutrons, respectively.
This translates into about 10% of the single neutron back-
ground being muon-induced.

In both likelihood maxima the largest contribution is
assigned to a possible WIMP signal. The main di↵erence
between the two likelihood maxima concerns the best-fit
WIMP mass and the corresponding cross section, with
m� = 25.3GeV in case of M1 and m� = 11.6GeV for the
case M2. The possibility of two di↵erent solutions for the
WIMP mass can be understood as a consequence of the
di↵erent nuclei present in our target material. The given
shape of the observed energy spectrum can be explained
by two sets of WIMP parameters: in the case of M1, the
WIMPs are heavy enough to detectably scatter o↵ tung-
sten nuclei (cp. Fig. 1), about 69 % of the recoils are on
tungsten, ⇠ 25 % on calcium and ⇠ 7 % on oxygen, while
in M2, oxygen (52 %) and calcium recoils (48 %) constitute
the observed signal and lead to a similar spectral distri-
bution in terms of the recoil energy. The two possibilities
can, in principle, be discriminated by the light yield dis-
tribution of the signal events. However, at the low recoil
energies in question, there is considerable overlap between
the oxygen, calcium, and tungsten bands, so that we can
currently not completely resolve the ambiguity. This may,
however, change in a future run of the experiment.

Fig. 11 illustrates the fit result, showing an energy
spectrum of all accepted events together with the expected
contributions of backgrounds and WIMP signal. The solid
lines correspond to the likelihood maximum M1, while
the dashed lines belong to M2. The complicated shape

10 15 20 25 30 35 40
Energy [keV]

0

2

4

6

8

a
cc

e
p

te
d

 e
ve

n
ts

 /
 k

e
V

total
WIMP signal
γ bck
Pb recoil bck
α bck
neutron bck

Fig. 11. (Color online) Energy spectrum of the accepted
events from all detector modules, together with the expected
contributions from the considered backgrounds and a WIMP
signal, as inferred from the likelihood fit. The solid and dashed
lines correspond to the fit results M1 and M2, respectively.

of the expectations is the result of taking into account
the energy-dependent detector acceptances. In particular,
the di↵erent energy thresholds of the individual detector
modules lead to a steep increase of the expectations when
an additional module sets in.

We note that neither the expected ↵- or lead recoil
backgrounds nor a possible neutron background resemble
a WIMP signal in terms of the shape of their energy spec-
trum. Even if our analysis severely underestimated one
of these backgrounds, this could therefore hardly be the
explanation of the observed event excess.

On the other hand, the leakage of e/�-events rises
steeply towards low energies and one may be tempted to
consider a strongly underestimated e/�-background as the
source of the observation. However, in addition to the en-
ergy spectrum, also the distribution in the light yield pa-
rameter needs to be taken into account. Fig. 12 shows the
corresponding light yield spectrum of the accepted events,
together with the expectations from all considered sources.
Again, the shape of the expectations is the result of the
individual detector acceptances being considered. As ex-
pected, the contributions from the e/�- and also from the
↵-background quickly decrease towards lower light yields
and thus di↵er significantly from the expected distribution
of a WIMP signal.

In order to check the quality of the likelihood fit, we
calculate a p-value according to the procedure summarized
in Section 5.1. We divide the energy-light yield plane into
bins of 1 keV and 0.02, respectively, and include the accep-
tance region of each module as well as the alpha- and Pb
recoil reference regions in the calculation. The two likeli-
hood maxima are found to give very similar results, with
p-values of about 0.36 and 0.35, respectively. This not very
small value for p indicates an acceptable description by our
background-and-signal model.
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FIG. 5: LH plot: the CRESST prediction for the total number of events at CDMS-Si (solid red)
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eff
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eff

(dotted black), the dotted (blue) line is the

90% C.L. upper limit on the number of events allowed by CDMS-Si. RH plot: the 90% C.L. upper

limit on the number of events at CRESST as predicted by CDMS-Si (solid red) and XENON10,

again for LMIN

eff

(dashed black) and LMED

eff

(dotted black), the dotted (blue) line is the number of

events we estimate above background in CRESST.

the case for the CRESST data, which we estimate has 15 events above background between

15 and 40 keV (see the discussion in III). We use (15) to compare the CRESST integrated

rate to the null results of both CDMS-Si and XENON10, Fig. 5. When comparing the two

experiments we take into account e�ciencies and form factors so as to be as conservative as

possible, as explained after (15).

As is clear from Fig. 5 any sizeable signal in this range is highly incompatible with both

the XENON10 and CDMS-Si results. While some have criticized the calibration at the

lowest energies for CDMS-Si [54], the lowest energy relevant for 15 keV Oxygen recoils is

above 10 and typically 11 keV on Silicon, depending on the WIMP mass. Thus, these

constraints are likely quite stable to future modifications, making elastic WIMP scattering

very unlikely to be the explanation of the CRESST anomalous events.

IV. OTHER APPLICATIONS AND FUTURE RESULTS

DAMA also has extracted a recoil spectrum, possibly associated with DM, but in this

case it is for the modulating part of the DM signal, i.e. DAMA allows extraction of g(v, t).

We can repeat the exercise of translating from one experiment to another to get a prediction
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Figure 13: Upper limits from CDMS (red) compared with modulation rates from CoGeNT assuming
a Maxwellian phase (blue diamond) and the overall best-fit phase (green circle).

0.015 and 0.05 for the third and fourth bins, respectively. With these e�ciencies, one would

have expected 15.4± 7 (14.7± 7.7) and 27.4± 23.3 (66.9± 24.3) events based on CoGeNT’s

modulation in the third and fourth bins, respectively. Reducing the Poisson e�ciencies to an

acceptable level requires that L
e↵

<⇠ 0.05 and <⇠ 0.04 for the third and fourth bin, which lower

the rates by a factor of approximately 3 and 6, respectively. Whether such small values of

L
e↵

are possible or not is still a subject of active discussion in the literature [20, 51, 21, 52,

53, 19, 54, 55, 18, 56, 50, 17]

DAMA: Finally, we compare the measured modulation spectrum at DAMA with that

of CoGeNT. For a quenching factor of Q
Na

= 0.3 and m� ⇠ 7GeV, the CoGeNT modulation

energy range corresponds roughly with DAMA’s (see Tables 2,3). The total modulation

observed in the CoGeNT range 0.5-3.1 keVee yields a modulated rate of 0.04± 0.017 cpd/kg

(0.065±0.018) for a Maxwellian (best-fit-106 day) phase, which compares with 0.0444±0.0052

cpd/kg (for both MW and best-fit 146 day phases) at DAMA, assuming a conventional spin-

independent mapping. While the total modulated rate at CoGeNT is roughly consistent

with DAMA’s, the energy ranges at the two experiments do not line up exactly and the

predicted rate at DAMA based on CoGeNT’s signal is somewhat smaller than what is observed

independent of the astrophysical model. This is illustrated in Fig. 14, since the energy bins

are comparable in size to the energy smearing at DAMA we ignore the e↵ect of smearing.

As previously noted [47, 48], taking the proton and neutron spin-independent couplings to

interfere can favor light targets and correct this. Such e↵ects can happen through interactions

via heavy fermionic mediators [48] or through Z 0s [57]. However, taking fn = �0.7fp to

maximize the suppression at XENON boosts the modulation at DAMA relative to CoGeNT

by a factor of six relative to the case of fn = fp, which seems in conflict with the data in

hand.
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Figure 14: Comparison of CoGeNT and DAMA modulation amplitudes. The comparison is indepen-
dent of astrophysics but assumes 7 GeV DM that scatters elastically and a quench factor in sodium
of 0.3 (left plot) and 0.5 (right plot), since the energy bins are comparable to the DAMA resolution,
we ignore the e↵ects of energy smearing at DAMA. In both plots, the blue diamonds (open green cir-
cles) denote the CoGeNT prediction for the modulation spectrum at DAMA, assuming a Maxwellian
(best-fit) phase. The black (gray) points are the results of a two bin (multi-bin) analysis by DAMA [8].

We also consider the specific scenario of [33], with a 7 GeV WIMP and a large quench

factor in sodium, Q
Na

= 0.5 [33]. In this case, the lowest two bins at CoGeNT map roughly

into the DAMA range 2-6 keVee, yielding 0.019±0.015 (0.036±0.016) cpd/kg for a Maxwellian

(106 day) phase. The higher energy bins (1.5-3.1 keVee) map into the range of 6.6-12.7 keVee

at DAMA, and predict a modulation of 0.02± 0.0085 (0.03± 0.009) cpd/kg to be compared

with the observed �0.0008 ± 0.0064 cpd/kg observed in the 6-14 keVee range, see Fig. 14.

Consequently, this mass and quenching factor are in tension with the high energy data. While

this conflict is at the 2 (2.7) � level for Maxwellian (106 day) phase, ignoring it requires one

to essentially ignore modulation that is as significant as the modulation that one is taking

seriously. As a result, we believe that this particular scenario does not give a good fit to the

data.

4.3.1 Summary of Halo-Independent Comparisons

To summarize, this subsection compares results between di↵erent experiments in a manner

that is independent of astrophysical uncertainties. The most direct comparison is between

CoGeNT and CDMS-Ge; the results of the two experiments are consistent only if CDMS’s

rate is modulated at nearly 100%. Such a modulation should be easily visible in the CDMS

data.

Ultimately, while there is rough agreement between the size of the CoGeNT modulation

and the DAMA modulation, the energy range over which the modulation is spread is in

conflict with previous interpretations [33] invoking a large sodium quenching factor, because

this disregards the modulation at high energies, which is as statistically significant as that in

the lower energy range.

The presence of modulation in the high energy range results in the greatest tensions
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Bin CoGeNT Ge Na (Q=0.3) Si O Xe

1
[0.5,0.9] [2.3,3.8] [1.5,2.5] [4.5,7.6] [5.8,9.9] [1.4,2.3]

0.90± 0.72 0.23± 0.18 0.078± 0.062 0.035± 0.028 0.011± 0.009 0.72± 0.58

2
[0.9,1.5] [3.8,6.1] [2.5,4.0] [7.6,11.9] [9.9,15.6] [2.3,3.7]

0.37± 0.55 0.1± 0.149 0.035± 0.052 0.015± 0.023 0.005± 0.008 0.31± 0.46

3
[1.5,2.3] [6.1,8.9] [4.0,5.8] [11.9,17.5] [15.6,22.8] [3.7,5.4]

0.48± 0.22 0.136± 0.063 0.049± 0.022 0.021± 0.01 0.007± 0.003 0.41± 0.19

4
[2.3,3.1] [8.9,11.6] [5.8,7.6] [17.5,22.8] [22.8,29.8] [5.4,7]

0.27± 0.23 0.08± 0.068 0.029± 0.025 0.013± 0.011 0.004± 0.004 0.23± 0.2

Table 2: Predicted modulation amplitudes for example nuclear targets, given the best-fit values for
CoGeNT assuming a Maxwellian phase. The units are in counts/day/kg/keVnr for all columns, except
that labelled CoGeNT where they are counts/day/kg/keVee. The equivalent energy ranges and rates
for other targets are shown, assuming m� = 7 GeV and spin-independent scattering cross sections
proportional to A2. Note that we have not included detector e�ciencies or mass fractions in any of
the predicted rates.

Here,

C
(i)
T = (i)

⇣
fp Z

(i) + fn (A
(i) � Z(i))

⌘
2

, (4.5)

where  is the mass fraction for the target element in question, and Fi is the nuclear form

factor for each experiment.

Tables 2 and 3 show the ranges of energies at other experiments that correspond to the

CoGeNT energy bins: [0.5, 0.9], [0.9, 1.5], [1.5, 2.3], and [2.3, 3.1] keVee. Note that these

energies are given in “electron equivalent” and correspond to [2.3, 3.8], [3.8, 6.1], [6.1, 8.9],

and [8.9, 11.6] in nuclear recoil energies. These tables also show how the CoGeNT modulation

amplitude in each energy bin translates to other experiments, assuming a 7 GeV WIMP with

spin-independent scattering proportional to A2. (Note that we have not included detector

e�ciencies or mass fractions in any of the predicted rates.) Let us consider each experiment

in turn.

CDMS-Ge: A direct comparison can be made between the CoGeNT and CDMS count

rates because they both have germanium targets. Using the results of the low-energy analysis

of the CDMS experiment [16], we calculate an upper limit for the rate in each detector such

that it has a 1.3% probability of having a lower rate. This gives a probability of 10% that

any one of CDMS’s eight detectors has a lower rate than is observed. In each of the five

energy bins, the strongest limit from all the detectors is chosen and we treat this as a 90%

confidence limit.5 Figure 13 shows that the count rates at CDMS are not low enough to

constrain the CoGeNT modulation. However, the count rates are low enough that there

should be modulation at a very high level in CDMS. Thus, even weak modulation constraints

5
The probability that the particular detector that sets the limit has a strong downward fluctuation is small,

and so the confidence is actually better than 90%, but we treat it as a 90% C.L. to be conservative.
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CONSTRAINTS?

Make a limit on g(v)!

What if your experiment

a) doesn’t probe the same vmin space?
b) doesn’t see anything



CONSTRAINING G(V)
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FIG. 7: A comparison of measurements and constraints of the astrophysical observable g(v) [see

relevant expressions in (1),(2),(8)] for m
�

= 10 GeV: CoGeNT (blue), CDMS-Si (red, solid),

CDMS-Ge (green, dot-dashed), XENON10 - MIN L
eff

(purple, dashed), and XENON10 - MED

L
eff

(gray, dotted). CoGeNT values assume the events arise from elastically scattering dark

matter, while for other experiments, regions above and to the right of the lines are excluded at

90% confidence. The jagged features of the CDMS-Ge curve arise from the presence of the two

detected events.

how one quantifies a constraint. However, one can exploit the fact that g is a monotonically

decreasing function, so for our constraints, we simply assume that g(v) is constant below

v, and assume a Poisson limit on the integral of (8) from the experimental threshold to v.

However, other techniques could also be used, see the Appendix for more details.

This approach with a g � v plot has numerous advantages over the traditional m
�

� �

plots. It makes manifest what the relationships between the di↵erent experiments are in

terms of what v
min

-space is probed, and shows (for a given mass) whether tensions exist.

Moreover, the quantity g(v) is extremely tightly linked to the data, with only a rescaling

by form factor as in (8). Thus, unlike m
�

� � plots, which have a tremendous amount of

processing in them, this provides a direct comparison of experimental results on the same
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use monotonicity of g(v) to set limitsUsing this, (1) becomes

dR

dE
R

=
N

T

M
T

⇢

2m
�

µ2
�(E

R

) g1⇥(v1 � v
min

(E
R

)) . (A2)

For a given WIMP mass m
�

, the overall scaling is now proportional to e.g., ⇢�g1/m�

in

the SI case, rather than simply ⇢�/m
�

as in the standard case where g is specified. For a

given v1, one can then place a limit on this combination using the existing estimator.

In short: to calculate the appropriate limits on g(v), one should use whatever technique

one was intending to use for the standard analysis, but now replace the Maxwellian g(v)

with the step function form. For any given m
�

, one places a limit on ⇢�g1/m�

as one would

have on ⇢�/m
�

, or, � for fixed ⇢ and m
�

, precisely as before.
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Figure 7. Measured values of �g̃(vmin) from DAMA and CoGeNT compared to the exclusion limits
from other experiments. For the upper panels, no assumptions on the modulation fraction have
been made, for the lower panels, we assume that the modulation fraction is bounded by the red
line in the right panel of Figure 8. Even for weak assumptions on the modulation fraction, there
is significant tension between the di↵erent experiments, most notably it is impossible to find a DM
velocity distribution that describes the observed modulations and evades the bound from XENON100.

constrain �g̃(vmin). We consider therefore whether it is reasonable to make stronger assump-
tions about the modulation fraction and thus obtain more stringent experimental bounds.

5.1 Constraining the modulation fraction

We will now discuss what can be reasonably assumed about the modulation fraction given
known models of the galactic halo, and how it can be constrained once the velocity integral
has been measured. The predicted modulation fraction for various halo models are shown in
the left panel of Figure 8. We observe that for most values of vmin it is significantly below
100%. Note that a modulation fraction of 100% implies that no signal is observed at t0+0.5
yr, which is possible only if vmin > vesc + vE(t0 + 0.5 yr).
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Figure 3. Measurements and exclusion bounds of the velocity integral g̃(vmin) for di↵erent DM
masses m�. The DM interaction is spin-independent and elastic with fn/fp = 1. Values of g̃(vmin)
above the lines are excluded with at least 90% confidence. The data points for CRESST-II have been
obtained using two di↵erent methods, as described in Appendix A. It is not possible to find any model
for the DM halo that provides a consistent description of all experiments.

4.1 A consistent description of CoGeNT and CRESST-II

Even though we cannot find a halo model that provides a consistent description of all ex-
periments, it is seen from Figure 3 that CRESST-II and CoGeNT probe g̃(vmin) at di↵erent
ranges of vmin. Therefore it should be possible to choose g̃(vmin) such that we obtain a con-
sistent description for these two experiments. This choice must be di↵erent from the SHM
for which the best-fit DM regions of CRESST-II and CoGeNT do not overlap [15, 23].

Of course, we cannot vary g̃(vmin) arbitrarily — in the end, the velocity integral must
arise from a reasonable self-consistent model of the DM halo. Therefore we look at the range
of predictions for g̃(vmin) from all reasonable models of the galactic halo in Figure 4. First
we note that g̃(vmin) can change considerably even in the context of the SHM, if we vary
v0 and vesc within their observational bounds (see the left panel of Figure 4). Moreover
the SHM may not accurately describe the DM halo; indeed many alternative models and
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IN SUMMARY

• We are motivated to consider light WIMPs (i.e., we are here)

• Light WIMPs very sensitive to the tail of distributions

• Modulation seems present but very large

• Need techniques to compare experiments independent of 
halo model

• Even in those techniques, tensions are obvious


